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Executive summary

Worldwide, data is an essential resource for economic growth, innovation, job creation and societal
progress. Therefore, technology focusses on applications translating data into usable variables for
science or organisations. Optimising data analytics is essential for improving efficiency and
innovation. Artificial Intelligence, in particular its’ subset Machine Learning, is increasingly used to
achieve optimal analytics and outcomes in business and governmental organisations. Successful
Machine Learning projects are dependent on multiple factors. These include correct algorithm
selection, compatibility with organisation strategy and being in harmony with ethical standards.
Combining these aspects into a method to set up machine learning projects could create great
potential.

The demand for structural guidance for implementing machine learning has become evident —
exampled by the recent issue regarding child allowance and Dutch Tax organisation. Lack of
understanding regarding the technical aspects of machine learning, the organisational aspects of
successful implementation of machine learning projects and the difficulties coming with meeting
ethical standards, contribute to the suboptimal use of machine learning projects. In the
governmental sector, Standard Business Reporting (SBR) is used by Dutch organisations to improve
the exchange of financial data. Within the need to improve the ongoing development circle of
machine learning techniques, SBR could be a promising case. Systematic scientific literature analysis
identified the gap of a structured method for setting up machine learning projects that consider a
combination of the technical steps, organisational aspects and ethical aspects. A demand for
structured guidance is called upon.

The research question of this master thesis is to fill this existing gap and is stated as follows: How
can technical, organisational and ethical aspects be combined into a method that
supports stakeholders to systematically set up machine learning projects in SBR
context? The outcome of this thesis is a method to help actors in SBR context to systematically set
up machine learning projects. Furthermore, it will assess the use of machine learning in SBR context.
Additionally, it will support the stakeholders to determine if the proposed machine learning project
could be viable in their organisation so that the stakeholders have a better chance to develop a
successful machine learning project.

The chosen research approach to develop this method is the Design Science Research Methodology
(DSRM). The DSRM contains six steps: problem identification and motivation, definition of the
objectives for a solution, design and development, demonstration, evaluation, and communication.
The first step, problem identification and motivation, was formulated in the previous paragraphs of
this summary.

In order to complete the second step of the DSRM, defining the objectives for a solution, the
problems identified has been converted into design objectives to formulate what type of solution
would be desirable. The design objectives were formulated on the basis of an extensive literature
review towards ethical, technical and organisational aspects, and based on experiments conducted
in collaboration with DUO. These experiments included one regression experiment, one
classification experiments and the production of a Strategy Map.

As aresult, the following six design objectives were formulated and divided into two categories: what
the method should include, and what the method should provide.



Design objective focussing on the method, to include:

1. The designed method should include an ethical framework

2. The designed method should include machine learning steps to create a model in
SBR context

3. The designed method should include a machine learning algorithm selection
method, including multiple machine learning techniques

4. The designed method should include organisational factors relevant for creating a
machine learning project

Design objectives focussing on the method, to provide:

5. The designed method should provide an understandable process for creating a
machine learning project in SBR context

6. The designed method should help decision-makers to understand if machine
learning can create added value in their organisation

The third step of the DSRM is focussed on the design and development of the method. The relevant
data and insights for the development of the first version of the method in SBR context were derived
from the literature review and experiments conducted in collaboration with DUO, an SBR
stakeholder. Three important factors were extracted from the literature review and are combined
into the method: the Ethical Impact Assessment for ethical aspects, the Strategy Map for
organisational aspects and Knowledge Discovery in Databases for technical aspects. In addition, in
collaboration with DUO, two machine learning experiments and one Strategy Map based on the
strategy “using Machine Learning” were carried out. The input of the literature and the experiments
resulted in a first tailor-made Machine Learning Project Method version. The designed method
includes ten unique steps for setting up machine learning projects in SBR context, taking into
account ethical, organisational and technical aspects.

Before the second iteration in the development of the method (Design Phase 2), a small but relevant
selection of interviewees was made, and six semi-structured interviews were conducted. During these
interviews, the respondents were asked to systematically evaluate the first version of the designed
method and provide suggestions for improvement. The input of the interviewees was analysed, and
eleven relevant suggestions were determined and implemented in the second design iteration.

* 2) Project

* 4) Data

Collection

L3 7) Model

Building

* 9) Project

Evaluation

Figure 1. Concise version Machine Learning Project Method

This exercise resulted in the updated and second version of the method. The improved method is
subdivided into ten unique steps: goal formulation, project team setup, context analysis, data
collection, data preparation, algorithm selection, model testing, model adjusting, project evaluation,



communication; all with related sub steps. A concise overview of the final research product, the
Machine Learning Project Method, is visualised in Figure 1.

The method helps the user to evaluate the use of machine learning in their organisation by providing
the stakeholders with a systematic process for creating a machine learning project in SBR context.
Furthermore, the method includes an algorithm selection method. The designed method provides a
comprehensive list of options which algorithms to use for a specific case, a framework to assess the
ethical impact and various other aspects important to create a successful machine learning project
in SBR context.

The fourth step of the DSRM is to demonstrate the designed artifact as a result of step three. In this
research, the Demonstration of the designed method is done in collaboration with WSW. A project
team was set up to use the designed method. The aim of the project was to estimate the added value
of machine learning for WSW by building a machine learning model that determines the financial
risk labels. After completing all steps of the method, a machine learning model was delivered:
providing WSW with insight into the added value of machine learning. WSW was therefore able to
expand their insights on determining the financial risk of their stakeholders. Furthermore, the
demonstrate was successful in showing the methods’ applicability on a real case.

Evaluation is the second to last step of the DSRM. First, the method is evaluated. In summary, the
design objectives are essentially completed. Although the design objectives were ambitious, they are
all incorporated in the designed method. However, in order for the designed method to become a
fully operational and validated method, the design objectives should be further investigated and
developed. Supported by the interviews, the designed method has demonstrated to be effective in
setting up a machine learning project in a real case. Second, machine learning in SBR context is put
in perspective. Although this research recognises the potential of machine learning in SBR context,
the experiments show that for implementing machine learning in the SBR context, the conditions
are still not optimal and therefore are not ready yet to replace the current systems. However, it should
be taken into consideration that the method is developed for a specific context: the SBR context. It
is not clear whether it can be applied in different context. Furthermore, two out of four machine
learning techniques are included in the designed method: the supervised and unsupervised machine
learning techniques, and supervised machine learning has been tested during this research. The
designed method is published on GitLab and the TU-Delft Repository to facilitate further research
and development (Digicampus and Data | European Data Portal, 2020), thereby completing the
final step of the DSRM.

In conclusion, this thesis describes the successful development and testing of a method: the Machine
Learning Project Method. This method includes an algorithm selection method. The Machine
Learning Project Method provides a structured method that helps managers to understand the
process of setting up machine learning projects and provides them with guidelines on how to setup
a project. Different aspects of managerial domains are integrated: organisational and ethical aspects
and guidelines on managerial implementation.

The scientific contribution of this thesis lies in the theory of the designed method. The new method
enhances the understanding of machine learning projects in SBR context, a form of structured data.
This method, which combines technical, ethical and organisational aspects in a systematic approach,
enables its users to obtain knowledge of the added value of machine learning, and to set up machine
learning projects. The integration of these three pillars into a single method was not yet available.
Therefore, this method fills the gap that other methods left open. At this moment it is unique in



comparison to other methods, as it combines interdisciplinary aspects into one method. The newly
created method is added to the scientific field and is shared to facilitate further research and
development. Furthermore, the research provides insight of machine learning in SBR context.
Evaluating the results of this research, it is found that at this moment, machine learning is not yet
capable of generating the desired application and outcome in SBR context. Therefore, this research
contributes to the development of the use of machine learning on structured data.

The practical contribution of this research is that the method provides a structured and partly
iterative process to set up machine learning projects. Following the Machine Learning Project
Method, a machine learning model can be made with respect to organisational, ethical and technical
aspects. This allows the user of the method to evaluate the added value of machine learning in the
organisation: it guides users towards asking the right questions, also making them aware of the
limitations and impossibilities of machine learning. This method prevents initiating a machine
learning project without an estimation of the applicability. Furthermore, it gives managers, policy
makers and engineers an overview of what it takes to start a machine learning project, including
preconditions and restrictions. It provides insight into possible applications of machine learning and
enables a structured process for both engineers and managers, creating alignment and
understanding between management and engineers. When all steps are completed, the method
provides the following deliverables: insight into whether machine learning has an added value for
the organisation and an ethical, potentially cost efficient, yet simple, prototype machine learning
model.

The designed method has proven to be reliable in achieving a machine learning project with usable
outcome and is presented on GitLab and shared on the European Data Portal (Digicampus and Data
| European Data Portal, 2020) for further use and development. The method developed fills a niche
in the current (knowledge) gap reviewing the application of machine learning within SBR in line with
the research question. Considering this demonstrable added value, it is useful to further elaborate
and apply this method. Recommendations for future research can be summarized in three-fold.

1. Further focus on fine-tuning of the methodology, with the aim of a fully tested and
operational model, including sufficient iteration steps. This will be an important next step to
translate this prototype into a reliable model in a professional, operational organisation using
SBR.

2. The promising generic part of this model should be conceptualised in order the broaden the
concept for machine learning in wide scale of algorithms and applications. This could
ultimately contribute to uniformity within use of machine learning.

3. Machine learning and ethical issues go hand in hand. The risks this entails is still
underestimated in operational applications. Further research into the possible negative
impact of machine learning on society must be conducted. Therefor it should be researched
how organisations and society can be included in the process of constructing machine
learning.

Keywords: Machine Learning, DSRM, Standard Business Reporting, ethics, Machine Learning
Project Method, Strategy Map
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Machine Learning with Care Problem Introduction

Part |

Problem identification and defining
objectives for a solution

Chapter 1 Problem Introduction

This chapter elaborates on framing this thesis’ research objective in the broad context of working
with data and artificial intelligence. In Section 1.1, the background of the problem is described.
Subsequently, in Section 1.2, the societal relevance and managerial knowledge gap are displayed.
Following the managerial knowledge gap, the related academic relevance and knowledge gap is
provided in Section 1.3. The last section, Section 1.4, focusses on defining a clear research objective,
including problem statement and research questions.

1.1 Background

Data, the fuel of human society

Data is inseparable with human society. Since the start of human history, data has been collected
and used. In ancient history libraries were built to store observations, the first theorems were
created. Data collection is being used ever since, to gain insights in processes in almost every domain
(Miyazaki, 2015). The evaluation of the form of data itself - from tally sticks to digits - and of the tools
to analyse it - from calculators to spreadsheets - has ultimately laid the basis for the data processing
we know today (Cohen, 2018).

Data as a resource contributes to economic growth, innovation, job creation and societal progress.
Therefore, developing applications for better data use can benefit research and business. Important
improvements consist of improving efficiency of processes, generating new products and service and
providing a solid foundation for innovations (Volman, 2017).

The growing interactions between data, algorithms and big data analytics, connected things and
people are opening huge new opportunities. Market analysis, analysing customer feedback, discover
the strengths and weaknesses of their competitors, analyse valuable customers, and make smart
business decisions could be mentioned as examples (Han et al., 2011, p. 27). In the same time, they
are also giving rise to issues as “data governance” at the national and international levels. These
include questions around the management of data availability, accessibility, usability, integrity and
security, as well as concerns about ownership and implications for personal privacy and ethics.
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Artificial Intelligence, computers that behave like humans

Last decades, due to an exponential increase in digital data, Artificial Intelligence has built up its
base in the analytics of data. Quoting Moore who is Carnegie Mellon Dean of Computer Science, the
modern definition of Artificial Intelligence can be described as “the science and engineering of
making computers behave in ways that, until recently, we thought required human intelligence”
(High, 2017). It is a broad definition as Artificial Intelligence involves a program doing an analysis
that normally would rely on the intelligence of a human. Research provided a wide variety of learning
techniques that have the potential to transform many scientific and industrial fields. Benefits of
Artificial Intelligence compared to the traditional data quarry’s, are the reduction in Human Error,
the availability of 24x7, the access to daily Applications (like Google) and, the ability to show quick
insight for decisions (Korinek & Stiglitz, 2017). In 2017, Deloitte emphasised that the United States
government could save billions annually with the implementation of Artificial Intelligence
(Viechnicki & Eggers, 2017).

Machine Learning, a subset of Artificial Intelligence

Artificial intelligence comprehends various elements, one of the main elements being machine
learning. Machine learning provides systems the ability to automatically learn and improve from
experience without being explicitly programmed. The process of learning begins with observations
of data in order to look for patterns in data and therefore make better decisions in the future based
on the provided examples (Raghani, 2019). It has found to be indispensable in many fields, including
computer science, engineering, mathematics, physics, neuroscience, and cognitive science.

Machine learning, as a promising technique, is under development and improvements follow from
controlled application. Implementing novel techniques is a challenge in itself and comes with the
necessity to be continuously critical on the results. For instance, machine learning techniques used
by thousands of scientists to analyse data are unfortunately, capable of producing results that are
misleading and often completely wrong (Allan, 2017).

The recent issue of the child allowance in the Netherlands is a clear example in which machine
learning has been used to detect fraud, but the consequences of errors in the algorithm have not been
sufficiently taken into account. The social impact of this result is that a specific group of parents were
wrongly labelled as fraudsters and did not receive any allowance at all (SyRI-wetgeving in strijd met
het Europees Verdrag voor de Rechten voor de Mens, n.d.).

Standard Business Reporting, the new standard

For analysis, data is needed. In the Netherlands, most organisations write and receive business
reports. In the past, many of these business reports were produced manually and in variable data
formats. Nowadays, some of these organisations have switched to “Standard Business Reporting”
(SBR) (Lim & Perrin, 2014; Madden, 2011; Robb et al., 2016). Standard business reporting is used
as a set of standards for the digital exchange of business reports. SBR allows organisations and their
intermediaries to reduce reporting and administration work in the exchange of business information
to authorities and banks (Bharosa et al., 2015, p. XVII-XXI). SBR follows specific rules with
eXtensible Business Reporting Language (XBRL) at its centre. Following these carefully chosen
rules, SBR provides highly structured data (Bharosa et al., 2015, p. 110). Furthermore, SBR is getting
more accepted: in 2018 42,8 million messages were sent over SBR with a growth of 11.5% compared
to 2017 (SBR Feiten En Cijfers 2018_0.Pdf, n.d.). Currently, SBR in the Netherlands is mainly used
by large organisations such as the Tax Authorities, the Chamber of Commerce (KvK), the Central
Bureau of Statistics (CBS), the Education Executive Agency of the Ministry of Education (DUO),
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Culture and Science (OCW) and various banks. The vision for the future is that growth is expected in
the number of sectors that work with SBR in the coming years. In addition, this amount of structured
data provides a lot of opportunities.

1.2 Societal relevance, from a managerial perspective

This section further elaborates on the societal relevance of this thesis. This is done by scanning both
published and unpublished literature (Sekaran & Bougie, 2010, p. 18). The section finishes with a
clear managerial knowledge gap.

Machine learning, the big potential

As stated previously, Machine learning is gradually being implemented in multiple domains, such as
science, business and government (Lecun et al., 2015). In 2016 companies invested more than 26
billion US dollars in artificial intelligence (Bughin et al., 2017). For instance, in medicine machine
learning is being used for clinical decision making (Kohli et al., 2017), such as determining the risk
of a mass being benign or malignant (Ardila et al., 2019).

“AI COULD POTENTIALLY CREATE $3.5 TRILLION TO $5.8 TRILLION IN ANNUAL
VALUE IN THE GLOBAL ECONOMY” (Chui et al., 2018, p. 17)

Many papers and books on artificial intelligence have been published in recent years. When
searching “machine learning”, countless hits come up. A quick analysis of the results shows that top-
cited papers write about specific algorithms, such as random forest (Breiman, 2001)or support vector
machines (Chang & Lin, 2011). Furthermore, several excellent textbooks are dedicated on how
machine learning works and give detailed descriptions of available algorithms (Chang & Lin, 2011).
Furthermore, Machine learning has turned out to be very useful at discovering intricate structures
in high-dimensional data, finding patterns and making predictions. Therefore, machine learning is
applicable in many domains (Lecun et al., 2015). Therefore, it can be stated that machine learning
comprehends a broad scientific field with different domains and applications.

A report published by Deloitte stated that machine learning could help companies become more
efficient (Viechnicki & Eggers, 2017). This is supported by Bughin et al, (2017), who surveyed
numerous organizations on the use of Artificial Intelligence and concluded that in 44% of the cases
Artificial Intelligence helped reduce cost. However, the downside is that in 56% of the cases, cost
reduction was not achieved.

Consequently, many companies still do not use machine learning. A recent study emphasises that
only 23% of businesses have adopted machine learning (Allan, 2017). A contributing factor to the
tendency of companies being reluctant to implementing machine learning is because many of these
projects are unsuccessful (Bughin et al., 2017; Press, 2019).

While the implementation of machine learning in businesses is gradually developing, the use of
machine learning in governments is still running behind (Nagorny et al., 2017). This discrepancy is
being accentuated by Batarseh & Yang (2018), who indicate that the use of machine learning in the
governmental system of the United States could be extremely profitable.

Batarseh & Yang (2018) further explain the major problem why implementation of machine learning
in the United States is stalled. This is because most files are in pdf and word, which are types of
unstructured data.
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Klievink et al. (2017) agree with Batarseh & Yang (2018) that the lack of structured data in the public
sector is what obstructs the potential use of various forms of analytics. They further emphasize the
critical need to inject more Artificial Intelligence in the public sector because this will eventually lead
to great benefits in multiple domains (Batarseh & Yang, 2018). Consequently, this offers an
opportunity for the stakeholders of SBR, since they have a large source of highly structured data
(Bharosa et al., 2015, p. 110).

Klievink et al. (2017) & Adadi et al. (2015) stipulate that data activities often fail because the goals
and objectives of the organisation and stakeholders are not taken into account. Furthermore, a
review by Valle-Cruz et al. (2019), which included 75 papers on Al in the government, has found that
at this stage in time Al is not completely understood in the public sector. Therefore, there is a demand
on how to help governments understand artificial intelligence, the potential of Artificial intelligence
and how to successfully implement AI systems such as machine learning.

Machines that act like humans, and its ethics

There is no talking about Artificial Intelligence without considering the ethical perspectives.
Common ethical difficulties are how to maintain transparency or where responsibility lies. Therefore,
realisation towards the need for integrating ethics into building machine learning projects is
growing. Improper use of algorithms is potentially fundamental for ethical errors. Engineering is
focused on building the best model for creating the best solution. If for example, the goal is to build
a model with the best outcome in an engineering perspective, this may be in conflict with societal
ethics.

In the previous section, the example of the scandal surrounding the Dutch governmental
organisation “de Belastingdienst” was given. They did not foresee the ethical impact of their machine
learning outcomes: not only were people wrongfully labelled, there were also no-fail saves preventing
the prosecution of the accused. More importantly, the enormous impact on the accused was not
foreseen. The Supreme Court in the Netherlands confirmed that the procedure was unethical (SyRI-
wetgeving in strijd met het Europees Verdrag voor de Rechten voor de Mens, n.d.).

“Gaps between the design and operation of algorithms and our understanding of
their ethical implications can have severe consequences affecting individuals”
(Mittelstadt et al., 2016, p. 1)

A potential contributing factor, as earlier stated by (Mittelstadt et al., 2016), is that the core problem
when developing machine learning models, lies in the difference between the goal of the project and
the outcome of the algorithm. This can have unintentional consequences with a possible negative
impact on stakeholders (or society). Therefore, it is advised to take into account ethics when using
algorithms or when building machine learning models (Mittelstadt et al., 2016).

1.2.1 Managerial knowledge gap

In conclusion, machine learning shows great potential in many applications. However, there is a need
for structural guidance for implementing machine learning projects. Support is summarized in
threefold. First, although in business, machine learning is gradually being attempted, projects are
often not successful. Second, governmental organisations lack acquaintance with the possibilities of
machine learning and how to structure data to implement this correctly. Third, machine learning
projects in general, but especially those in a governmental project, have to meet high ethical
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standards. Therefore, this research concludes that there is a need for a method which helps
organisations set up successful machine learning projects.

1.3 Academic relevance

In the previous section, the need for structural guidance implementing machine learning projects,
has been detected. This section describes the literature review (Sekaran & Bougie, 2010, p. 18). The
literature review focused on answering the following search question: Is there structural guidance
for setting up machine learning projects, which includes machine learning specific aspects,
organizational aspects and ethical aspects combined? And if not, what supporting literature is
available that provides evidence to help answer this question. As machine learning has potential in a
wide range of different applications, the academic literature review is focussed on its application in
SBR context.

Systematic literature review

A systematic literature review will be done to determine whether there are any methods available
that guide organisations on how to implement machine learning projects, as established in the search
question. Furthermore, connecting terms will be explored. To do this a set of closely related keywords
is used as search terms in the prominent database Scopus. All keywords were searched using
quotation marks to retrieve precise results during the search. The search terms were: “Machine
learning Projects”, “Machine learning project steps”, “Machine learning steps”, “Machine learning
project framework", "Machine learning project method" and "Machine learning project strategies".
The results of the searched terms are displayed in Table 1.

Table 1. Literature Search

Keyword Total After screening titles, keywords and
number of abstracts
hits

“Machine learning projects” 30 results 1

“Machine learning project steps” 0 results 0

“Machine learning steps” 31 results 0

“Machine learning project 0 results 0]

framework"

"Machine learning project method" o results 0

"Machine learning project 0 results 0

strategies”

In summary, the results of the systematic literature review clearly show the absence of a method
which combines all the factors that are needed at the moment of the search. However, much
literature does elaborate on the separate fields. These are Machine learning, Organizational aspects
and ethical aspects. In order to find papers on the subject described previously in this chapter, a
second search has been done. Search terms include Machine learning, operational aspects and
ethical aspects.

Knowledge Discovery in Databases and Machine Learning

When searching the academic sources, it becomes evident that there are certain frameworks
available. However, these present frameworks focus on guiding the process of knowledge discovery
from data (Fayyad et al., 1996; Han et al., 2011, p. 6). Subsequently, Qiang & Xindong (2006)
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emphasise that there is a need for a theoretical framework that helps organisations use different
Machine learning techniques, such as classification or clustering. Both Fayyad et al. (1996) & Han
et al. (2011, pp. 6-8) provide a method on how to discover knowledge from datasets: technical steps
are described that give guidance in a partial machine learning environment (Fayyad et al., 1996;
Han et al., 2011, pp.6-8). However, both methods do not elaborate on the ethical and
organisational context. Furthermore, no algorithm selection method is provided.

Organisational view

As previously described in the Societal Relevance section, literature shows a relevant correlation
between discrepancy of machine learning project goal and strategy of the organisation, and
unsuccessful implementation of machine learning projects (Adadi et al., 2015; Klievink et al., 2017).
A prominent work on evaluating strategy is the Strategy Map of Kaplan & Norton (2004). In this
method, the strategy is analysed from four different perspectives: mission, beneficiaries, method and
learning and growth.

Klievink et al. (2017) & Adadi et al. (2015) suggest that to properly apply data analytics, one of the
most important factors is that the aim must be to ensure data activities to be in line with the goals
and objectives of the organisation and with stakeholders’ needs.

Ethical view

Scientific literature is found that specifically focusses on the ethical properties of machine learning.
Qiang & Xindong (2006) explain the demand for guidance for using data mining and keeping ethical
issues intact such as privacy and data integrity. They anticipate that “data mining will become a
derogatory term to the general public.” Mittelstadt et al. (2016) implicate that analysing the ethical
concerns produced by algorithms, are an important subject. An editorial Gibney (2020) wrote for
Nature displayed that ethic controversies should be implemented in the design process of machine
learning models.

A framework focussing on the ethics in information systems providing guidelines for guaranteeing
ethical designs is a method called Value Sensitive Design (VSD) (Friedman et al., 2013). Umbrello &
Bellis (2018) add to the work and stipulate the need for ethics when building machine learning
models. However, Umbrello & Bellis (2018) do question if Value Sensitive Design is the most efficient
way to ensure ethics. Another framework that assesses the ethical impact, is Ethical Impact Analysis,
which any project or program involving information technologies (Wright, 2011). Raab (2020)
continues on the work of (Wright, 2011) and discusses the use of the ethical impact analyses on
algorithms and what the current ethical frameworks are.

Standard Business Reporting (SBR)

The literature regarding SBR is foremost about how SBR can be used and what its pros and cons are
(Lim & Perrin, 2014; Madden, 2011; Robb et al., 2016). Madden (2011) expresses that when SBR was
introduced in Australia, the results were significantly positive regarding cost reduction. However,
implementation and use of SBR is less than the government originally expected, indicating that there
is room for improvement of the SBR system (Lim & Perrin, 2014). Furthermore, Lim & Perrin (2014)
conclude that the opinions of the reporting businesses were not properly taken into account.
Therefore, the perspective of the reporting businesses was missing. A study by (Robb et al., 2016),
shows the assessed perceptions of Australian business stakeholders in relation to the benefits of the
Australian SBR instantiation for financial reporting.
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Bharosa et al. (2015, p. XVII-XXI) elaborate on SBR and its use in the Netherlands. They provide
insights and best practices relevant for readers that do not use SBR and are looking for cost-effective
information chains. Furthermore, the book provides the reader with an overview in the turbulent
world of SBR from two perspectives: On the one hand, it provides insights into the creation of an
initiative such as SBR and describes the challenges that actors face when striving to redesign and
improve information exchange and processing in information chains. In this respect, we can see SBR
as a challenge for information chains. On the other hand, this book provides concrete descriptions of
the SBR solution components (building blocks) realised in the Netherlands” (Bharosa et al., 2015, p.
XIX).

eXtensible Business Reporting Language (XBRL)

Bharosa et al. (2015, p. 146) argue that XBRL will be responsible for a transformation in the business
reporting sector and information chains. XBRL is expected to grow in the following year; however,
extensive research towards prerequisite conditions and distinct environmental settings for correct
application is desired (Bharosa et al., 2015, p. 146). The structured data of SBR provides a clear
research field for obtaining this knowledge. Roohani et al. (2010) reviewed all the scientific
publications on XBRL between 1998 and 2008. The reviewed publications include trade, practitioner
and academic journals to identify trends and patterns, milestones, and organisations actively
contributing to this development (Roohani et al., 2010). Roohani et al. (2010) emphasises that “in
the future academic publications on XBRL may include a wide variety of areas such as corporate
governance, data analysis, integration of financial information with non-financial information,
behavioural impacts, social responsibility, and financial reporting and data warehousing.” These
prospects support further research on data analytics by machine learning on XBRL data, a main part
of the SBR context.

1.3.1 Academic knowledge gap

In conclusion, a thorough literature survey clearly results in the outcome that there is no method for
setting up machine learning projects that consider the technical steps, organisational aspects and
ethical aspects combined.

Although methods on how to retract information from datasets or separate frameworks on how to
implement ethics in designs are present, these methods do not take into consideration the technical
steps that are needed when setting up a machine learning project, or the organisational structure of
the entity for which the machine learning project is intended. Therefore, this research concludes that
there is a need for the development of a method including technical machine learning steps,
organisational strategy and ethical aspects. Furthermore, no literature can be found providing
insight in the use of machine learning in SBR context. By developing and testing a method in this
environment, the research provides insights in whether machine learning has potential in SBR
context.

1.4 Research objective

The previous sections elaborated on the problem from both managerial and scientific perspective.
These factors combined form the base for defining the problem and clarifying the research objectives
of this thesis (Sekaran & Bougie, 2010, p. 18).
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Problem statement
This chapter elaborates on the potential of machine learning in different areas. However, besides the
fact that it has potential, there are also many problems surrounding machine learning.

For example, ethical challenges easily arise in machine learning. Furthermore, friction with
organisation fit and misunderstanding c.q. lack of knowledge of Machine learning — how to use it
and what it can offer — are a selection of factors complicating projects.

As stated previously, there are many factors that influence machine learning projects, and there are
different ways to view these factors. It is not possible to investigate every factor, therefore this
research focusses on three factors: technical factors, organisational context and ethical context.
Support for choosing these three factors is as follows: technical factors are of course essential in
building a machine learning model, and these will be defined via Knowledge Discovery in Databases.
Second, for successful implementation of projects within an organisation, taking into account
organisational factors contribute to this process. Last, the ethical factors are included because taking
into account ethical considerations from the beginning of the process ensures feasible outcomes that
can actually be implemented in human society. Besides the aforementioned three factors, numerous
other factors influence and contribute to machine learning projects. However, these are outside the
scope of this thesis, to ensure proper time-management and to define a clear framework for this
thesis.

When searching scientific databases, no method that combines organisational, ethical and technical
factors of machine learning is found. An explanation for this might be that focus lies on one of the
factors, for example, either highly technical or organisational factors. As the three subjects all require
expert knowledge, this thesis explores the balance in this field when developing a method that is
understandable for both manager and technician. This will probably be at the expense of the three
explored aspects since expert knowledge is not easily transferrable.

Next to the numerous factors that influence machine learning projects, there are also many different
situations or contexts where machine learning projects are performed. SBR provides an interesting
context as no scientific literature can be found providing the understanding of the potential of
machine learning in this context. Analysing all the different situations or projects or contexts in
which machine learning is applicable, is not realistic in the timeframe of this thesis. Therefore, it is
decided to scope on the context of SBR, thus making the research objective to analyse the factors in
an SBR context.

Consequently, this thesis does not has the illusion to create a fully-functional method that can be
implemented in general. Rather the goal is to create a comprehensible working prototype method for
a specific context and to provide insight into the possibilities and drawbacks of combining these three
factors in one method in SBR context. Furthermore, it researches the translation of the theoretical
potential of machine learning in SBR context.

Research objective

In the previous paragraphs, the argumentation why this thesis focuses on machine learning in SBR
context and the rationale behind the choice of the three factors has been given. Consequently, the
scope of the thesis is more comprehensible and thus pragmatic. Subsequently, the following research
objective is formulated:
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“to develop a method including technical machine learning steps, organisational
strategy and ethical aspects in order to guide stakeholders in systematically setting up
machine learning projects in SBR context”

Research Question

This thesis will research how to implement machine learning, with respect to organisational and
ethical steps, into one method. To do this, the specified fields will be explored separately before a
method combining these elements will be created. The created method will be analysed and tested
in experimental settings.

Based on the previous paragraphs, the following research question is formulated:

Main research question: How can technical, organisational and ethical aspects be
combined into a method that supports stakeholders to systematically set up machine
learning projects in SBR context?

In order to answer this main research question, it is divided into four sub-questions:

1. What are the relevant machine learning, organisational and ethical factors for setting up a
machine learning project in SBR context?

2. How can the identified factors be combined into a method?

3. Does the designed method provide the guidelines needed for systematically setting up
machine learning projects?

4. Does the designed method provide clear insight in the value that machine learning might
provide?

5. What is the potential of machine learning in SBR context?

1.5 Conclusion

This chapter elaborated upon the potential of machine learning and illustrated the problem of
ineffective use of machine learning in organisations. Three factors influencing machine learning
projects were identified: technical, organisational and ethical factors. From a managerial and
scientific perspective, a gap of a structured method, including these factors, on how to set up machine
learning projects, was identified. This defined the scope of this thesis: creating a comprehensible
working prototype method for a specific context and providing insight into the possibilities and
drawbacks of combining these three factors in one method in SBR context. Furthermore, it
researches the translation of the theoretical potential of machine learning in SBR context. The
research question is “How can technical, organisational and ethical aspects be combined into a
method that supports stakeholders to systematically set up machine learning projects in SBR
context?”. This research question will be subject to further detailed discussion and arrangements
divided into clear steps of this thesis. Essential elements for answering this research question, while
giving substance to the academic knowledge gap, are the quest of the added value of machine learning
combined with the analysis of the ethical implications and the organisational factors. A further
specification and elaboration are described in the chapter Research Approach.
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Chapter 2 Research Approach

A decent research study always starts with the formulation of a proper research methodology
(Sekaran & Bougie, 2010, p. 220). This chapter elaborates on this thesis’ methodology based on
standards advised by Hevner, March, Park, & Ram (2004), Sekaran & Bougie (2010) & Peffers et al
(2014). Following this method, it is required to follow a proven structured research process. This
chapter will elaborate on the research approach. First (2.1), the chosen research methodology is
described, and each step of the research will be clarified. Second (2.2), a short description on the
communication on GitLab is given. Third (2.3), several data collection methods are illustrated. Last
(2.4), an overview of the study and its results will be visualised.

2.1 Design Science Research Methodology

The previous chapter elaborates on the research objective of this thesis, “to develop a method
including technical machine learning steps, organisational strategy and ethical
aspects in order to guide stakeholders in systematically setting up machine learning
projects in SBR context”. This research objective, designing a method, or in other words, an
artifact, perfectly fit within the vision of Hevner et al. (2004) and Peffers et al. (2014). Hevner et al.
(2004) created guidelines on how to conduct proper design science in information systems. These
guidelines are fundamental for a validated research methodology to build those methods in
information systems. This methodology is called Design Science Research Methodology (DSRM)
(Peffers et al., 2014). DSRM does not only provide a structured process but also contributes to a
uniform research methodology. Consequently, outcomes or strategies created with DSRM are
universally acknowledged.

This thesis aims to create a scientific method to guide SBR-stakeholders to successful machine
learning projects. The creation of such a method fits with the characteristics of DSRM. Therefore,
DSRM is used as a methodology to conduct this research.

The DSRM contains six steps: problem identification and motivation, definition of the objectives for
a solution, design and development, demonstration, evaluation, and communication. In the
following paragraphs, each phase of Design Science concerning this thesis are explained.

2.1.1 Problem identification & motivation

The main objective of this first step of the DSRM is the development of a sound method that can
effectively provide a solution. Furthermore, emphasising the potential added value of the method
supports the acceptance of the research results. Additionally, it helps to grasp the reasoning of the
researcher. By describing the societal relevance and doing a preliminary literature review, Chapter 1
focuses on the identification of the problem and the motivation why there is a need for the proposed
method.

2.1.2 Define objectives for a solution

Following problem definition in step 1, this step focusses on shaping the objectives for problem
solution. Aim of this thesis is to create a new method, which requires the formulation of qualitative
design objectives. These research objectives are clarified in Chapter 1. They include identifying
machine learning steps based on structured data derived from SBR-stakeholders, ethical steps
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focused on ethics in machine learning, and organisational steps derived from machine learning as a
strategy. Thus, there is a strong need for knowledge that provides a clear outline of what is possible
and feasible within the context of this research. This is done by the exploration of academic databases
and examining prior research, which is done in Chapter 3. This eventually provides support for the
design process and help to legitimise the research. Specific design objectives for the method will be
further elaborated on in Chapter 4.

2.1.3 Design & development

The third activity of the design science for information systems encompasses the design and
development of the actual artifact. In this case, the methodology that guides setting up a successful
machine learning project. The design of the artifact in this thesis is divided into two phases.

First, the input for the first design phase is gathered during the state-of-the-art literature review
executed in Chapter 3 and the experiment in Chapter 4. Furthermore, Chapter 4 provides additional
content on this thesis’ specific objectives for strategy and machine learning steps. The gathered input
provides the desired functionally and architecture of the artifact and therefore can be transformed
into the first artifact, which is elaborated on in Chapter 5. After the first design phase, the artifact is
evaluated by experts during six semi-structured interviews, as described in Chapter 6. These
interviews assess the current design and provide additional input for the second design phase. This
second design phase, based on the output of these interviews, is described in Chapter 7.

2.1.4 Demonstration

The fourth step in the DSRM is the demonstration of the created method. In this thesis, the
demonstration is divided into three main sections. First, the demonstration explains how to
implement the designed method. Second, the method created in this thesis, is demonstrated in an
experiment on the relevant data of the organisation WSW. In this experiment, step by step guidance
through the overall method is provided. The experiment shows the ability of the method to provide
guidance and provides a real-life example giving insight to other practitioners how the method can
be used. Third, the demonstration phase includes semi-structured interviews with experts. The
experts are requested to evaluate the functionality of the designed method. This will provide partial
content for answering sub-question 3. Chapter 8 will comprehend the demonstration.

2.1.5 Evaluation

The second to last activity of DSRM is the evaluation of the methodology. The evaluation can be
found in Chapter 9. The assessment is essential to observe and to measure if and to what level, the
designed method supports the problem solution that is defined in the first step of the design science
methodology and answering the research questions. In this research, this step is done in twofold.
First, the results of the experiment with WSW are. The results of the experiment provide insight if
the method was successful in delivering a successful machine learning project. The second part of
the evaluation is based on the results from the semi-structured interviews. In this part, the
interviewees are requested to provide their expert opinion on if the method supports the informed
decision-making and therewith setting up successful machine learning project. Furthermore, the
interviewees elaborate on whether the method is understandable for the internal stakeholders
(managers and technical experts). The combination of both the experiment and the evaluation of
relevant experts in the field, provide a superb level of evaluation.
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2.1.6 Communication

The sixth and final step of DSRM focusses on communication. It is essential to communicate the
detected problem area (described in Chapter 1), to understand how much potential value a possible
solution has, in this thesis, the created method. Furthermore, communication is critical for
transparency. Explaining the design of the method, the contribution to existing methods and correct
application of the method enhances validity and effectiveness. This is necessary to create support by
other researches for the acceptance of the method. This research is communicated in twofold,
through sharing this thesis on the TU-Delft repository and via GitLab. This is elaborated on in
Chapter 10.

2.2 Communication via GitLab

This section elaborates further on the communication of the research on GitLab. In this research
communication is an ongoing process; the iterations of the method will be uploaded. As described in
the DSRM, creating a GitLab is part of the communication.

GitLab is an online platform where developers and researchers can share their work. On GitLab,
users can view, check, reproduce and provide additional input to the uploaded work. This creates a
community on a specific topic. In this case, the method and experiments are uploaded and described.
Uploading the method not only contributes to the transparency of the research, but also to
substantiate the research. The added value of GitLab is, by reading on the method, the community
may be inspired to use and test the method. When users subsequently share their findings,
experiments and data, this will lead to further development of the method, including the
generalisation of the method.

2.3 Data Collection

As explained in the previous section, the research uses the DSRM of Peffers et al. (2014). This section
elaborates specifically on how the data will be gathered and which research methods will be used.
There are several data collection methods. Sekaran and Bougie (2010) explain two main forms.
Primary data and secondary data. Where primary data refers to information obtained first-hand such
as interviews and experiments, secondary data applies to data gathered from sources which already
exist previous to the research (Sekaran & Bougie, 2010, p. 220). This research starts with collecting
secondary data during a state-of-the-art literature review. Second, data is collected by
experimenting, which methodology will be further explained in this section. Third, data is collected
with interviews using the methodology as will be described in Chapter 6. Combining these three
forms of data collection provide a proper basis for this research.

2.3.1 Experiments

As part of the research, two experiments will be completed. The first experiment, which is executed
by the researcher in a controlled environment, is done with SBR data from DUO. This experiment
provides data that has high internal validity, as it is done in a controlled environment. However, the
difficulty and thus the risk of experimenting in a controlled environment, is that the external validity
or generalisability relatively low is. Therefore, the second experiment, which is done by WSW, relates
more to a field experience (Sekaran & Bougie, 2010, p. 233), as the designed method is tested by the
users in a not controlled setting. This supports the independent external validity of the method. The
combination of both types of experiments provides a scientifically validated method, with both
internal and external validity.
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2.3.2 Interviews

After the literature survey and the first experiment, this part of the research focusses on conducting
interviews. In total, six semi-structured interviews will be held. There is chosen explicitly for semi-
structured interviews as this type of interviews provides in-depth qualitative data. The interviews use
predefined questions but additionally allow the interviewees to address its opinion. This produces
additional insights during the interview (Sekaran & Bougie, 2010, p. 142). Besides the gathering of
qualitative data, the interviews will also gather quantitative data. The quantitative data is gathered
by asking the interviewee to evaluate each step of the designed method and the functionalities of the
total method.

2.4 Research visualisation

The section provides a simplified overview of the research methodology, visualised in Figure 2
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Figure 2. Research Methodology overview

2.5 Conclusion

This chapter describes the use of Design Science as a scientific research methodology. The DSRM
contains six steps: problem identification and motivation, definition of the objectives for a solution,
design and development, demonstration, evaluation, and communication which provide the
structure in this thesis. Furthermore, this chapter clarifies the procedure collecting the relevant data,
by an extensive literature review, two experiments and six interviews. This is proven to be sufficient
to provide a scientific and proper research method.
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Cha pter 3 Literature review

Having identified the problem area and research approach in the previous chapters, this chapter
elaborates on conceptualising of the theoretical base as input for setting up the method. The chapter
consists of an extensive literature review on the specified concepts in order to identify the design
objectives for the method. This chapter partially contributes to answering sub-question 1, by
enumerating the relevant concepts related to creating machine learning projects. The ideas identified
in this section will be the basis for the input of the experiment and the first design phase of the
method.

This chapter starts with describing the concept of structured data in Section 3.1. This is followed by
literature on Knowledge Discovery in Databases and its connection to machine learning, Section 3.2.
Then, the definition of machine learning, a selection of algorithms of machine learning and a
summary on how to interpret the results of the machine learning models, Section 3.3. The last part
of the literature review focusses on relevant organisational (3.4) and ethical frameworks (3.5).

3.1 Data

Data offers room for many interpretations and is far too often seen as a homogenous concept
(Janssen & Kuk, 2016). Data can be defined as symbols, the products of observation (Janssen & Kuk,
2016). In order to enable interpretation, data should first be placed in the context. Janssen & Kuk
(2016) present four main data characteristics between the degree of structuredness and openness in
the data. Bharosa et al. (2015, p. 101) continuous on one form of data characteristic, data structure
and describe three types: structured, non-structured and semi-structured data. Structured data is
organised according to a specific structure and usually resides in a database. In addition, structured
data can be interpreted by computers and can be searched by type of data. Compared to structured
data, unstructured data does not have an identifiable structure. Somewhere between structured and
unstructured data resides semi-structured data. Some data is hierarchical and has recursive
structures and can, therefore, be regarded as structured or semi-structured data (Bharosa et al., 2015,
p. 101).

This thesis focuses on data of the Standard Business Reporting (SBR), a specific format of structured
data. Following the specifications set by the SBR chain provide a high standard of data quality. The
data specifications for SBR chains are described by Bharosa et al. (2015, p. 110):

- “The use of XBRL taxonomies within the SBR Programme

- Specific requirements for SBR taxonomies, including organisational needs, such as
compliance with the Netherlands Taxonomy Architecture (NTA).

- The taxonomy development process applied for the Netherlands Taxonomy (NT). This
process will be analysed in various stages, from the requirements analysis up through the
publication stage.

- Relevant developments in XBRL that could provide new opportunities for SBR.”

XBRIL, as one of these specifications, stands for eXtensible Business Reporting Language (Bharosa
et al., 2015, p. 110) and refers to a framework for the business reporting domain. XBRL enables
publication, exchange and processing of business reports over the internet. Furthermore, XBRL is
also a taxonomy for a collection of controlled context and how they connect (Bharosa et al., 2015, p.
113).
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The definition of data in this thesis follows the characteristics described above. However, it does not
support the exact data specifics of SBR chains as the data is transformed into CSV data. Therefore, it
“loses” some of its structure but remains “highly” structured data.

3.2 Retracting knowledge from data, the Knowledge Discovery

in Database process

Although the data provided by SBR is highly structured, data alone is not enough. Han et al. (2011,
p. 5) describe that data can also be seen as “golden nuggets”. But to be able to use data as “golden
nuggets”, a predefined process should be followed. This process, Knowledge Discovery in Databases
(KDD), is defined as: “discovering interesting patterns and knowledge from large amounts of data”
(Han et al., 2011, p. 8). This KDD process provides an interactive and iterative process, including the
following seven steps (Han et al., 2011, pp. 6—8):

1. Data cleaning
a. toremove noise and inconsistent data
2. Data integration
a. where multiple data sources may be combined
3. Data selection
a. where data relevant to the analysis task are retrieved from the database
4. Data transformation
a. where data are transformed and consolidated into forms appropriate for mining by
performing summary or aggregation operations
5. Data mining
a. an essential process where intelligent methods are applied to extract data patterns
6. Pattern evaluation
a. to identify the fascinating patterns representing knowledge based on interestingness
measures
7. Knowledge presentation
a. where it is essential how the results are represented and accessible.

Another prominent description of KDD is done by Fayyad et al. (1996). These authors define the
nontrivial process of identifying valid, novel, potentially useful, and ultimately and understandable
patterns in data. The process developed by Fayyad et al. (1996) is visualised in Figure 3.

Interpretation /
Evaluation

Figure 3. KDD process (Fayyad et al., 1996)
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Slightly different from Han et al. (2011, pp. 6-8), this KDD process involving nine steps with decisions
made by the user:

1. The first step is to develop an understanding of the application domain, the relevant prior
knowledge and finally to define/identify the goal of the knowledge discovery from the
stakeholder's viewpoint.

2. The second step is to select the data set on which the discovery is performed

3. The third step focuses on the data preparation in which the data needs to be cleaned and pre-
processed. Actions involve, apart from cleaning the data, the removal of noise and the
proposal of strategies for handling missing data.

4. The fourth step is to understand the data and to find relevant features to represent the data

5. The fifth step is to align the goal of the project to a particular data mining method, such as
machine learning.

6. The sixth step of the KDD is to choose a unique set of data mining algorithms. Furthermore,
one should select the relevant parameters for the proposed goal. So, it might be possible that
it is more important for the user to understand the model rather than its predictive
capabilities.

7. The seventh step is focused on the quest for the relevant patterns, or in other words using the
algorithms to find relevant information.

8. The eight-step is to analyse and understand the results of the mined patterns

9. The last step focusses on how the additional knowledge found, can be used in practice. This
includes how to use the model, communicating the model, documenting the
model/knowledge and reporting the result to interested parties.

Although slightly different in the KDD process steps, both Fayyad et al. (1996) & Han et al. (2011, p.
5) agree that the possibilities of gathering knowledge from data are enormous. Furthermore, they
both elaborate on the process of knowledge discovery and also highlight the importance of the data
mining step, as reviewed in the following section.

3.2.1 Data-mining, an important step of the KDD

Fayyad et al. (1996, p.41) define Data mining as “a step in the KDD process that consists of applying
data analysis and discovery algorithms that, under acceptable computational efficiency
limitations, produce a particular enumeration of patterns (or models) over the data.”. This
definition enables many options for implementing data mining. Han et al. (2011, p. 33) further
elaborates on the concept of data mining and defines it as “is the process of discovering interesting
patterns from massive amounts of data.”. Herewith, specifically stipulating the importance of data
mining but also the variability.

Figure 4 visualises the factors related to data mining, showing datamining encompasses many
different ways and techniques to analyse data.
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The next paragraph provides some additional factors of importance, and therefore strictly necessary,
in the process of data mining (Fayyad et al., 1996; Han et al., 2011, p. 85).

Statistics Machine learning Pattern recognition
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h 4

Data Mining

. |
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Information . High-performance
Applications a
retricval computing

Figure 4 - Data mining (Han et al., 2011 p.28)

Overfitting: when a model is built for one particular dataset using a limited set of data, the model
might not be able to detect general patterns or explore the noise in the dataset, resulting in poor
performance in the test dataset and for use on other/new datasets. Therefore, testing on a test dataset
also investigates the level of overfitting.

Understandability of patterns: In many applications of data mining, it is essential to make the
knowledge that is discovered, understandable so that it can be analysed by and communicated to a
broad audience.

3.2.2 Data-mining and Machine learning

Data mining itself strictly focusses on data patterns without predictive capacity. A next step is to
make use of this dataset as a training data set to make predictions by training the program. Therefore,
machine learning is discussed as a promising and potential technique to achieve this next step. When
searching for what encompasses machine learning, one finds many similarities with the functions of
data mining. Therefore, one tends to interpret them wrongfully as equal. Maybe the main difference
between data mining and machine learning is stipulated when reading the definition of machine
learning by Han et al. (2011, p. 24) who highlights that machine learning focusses on how “to
automatically learn and recognise complex patterns and make intelligent decisions based on data.”.
Whereas data mining focuses more on how to manually program computers, machine learning
focuses on the questions of how to make computers program themselves. The next section reviews
the topic of machine learning in more detail.

3.3 Machine Learning

As elaborated in the previous section, the use of Knowledge Discovery in Databases (KDD) to extract
knowledge in databases is essential. Also is discussed how data mining and machine learning are
connected. From now on, this thesis further uses machine learning as it focusses on the field of study
that provides computers with the ability to learn without being explicitly programmed (Samuel,
1959). Therefore, in this section, only machine learning will be reviewed in more detail.
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3.3.1.1 Machine learning, a definition

Literature shows that machine learning systems can improve their performance due to gaining more
experience for a particular use-case (based on a sound set of data). It can analyse data to eventually
result in added knowledge, new novel patterns and models using a specific set of techniques. These
techniques are referred to as machine learning (Bishop, 2006). The literature review indicates that
machine learning is connected both in artificial intelligence and data mining. Another more recent
definition implies that machine learning tools endow a program with the ability to learn and to
improve its performance over time (Shalev-Shwartz & Ben-David, 2014). In this thesis, the
formulation by Han et al. (2011, p. 24) is used defining machine learning as“ to investigates how
computers can learn (or improve their performance) based on data”.

3.3.2 Types of machine learning

Machine learning can be subdivided into three main learning techniques: supervised learning,
unsupervised learning and reinforcement learning. There is also a fourth technique which is a
combination of supervised and unsupervised learning, semi-supervised learning (Bishop, 2006). The
next section will further elaborate on each technique. However, this thesis focusses strictly on
supervised and unsupervised machine learning, and its related techniques showed in Figure 5.

Machine Learning

Unsupervised ML Supervised ML

Association Clustering Classification Regression

Figure 5. Machine Learning techniques

3.3.2.1 Supervised Learning

Supervised learning is a form of machine learning where both input and output data are provided
(Fayyad et al., 1996; Han et al., 2011, p. 24). With supervised machine learning the algorithm is
employed to determine a function from the input variable (x) and the output variable (y) (Bishop,
20006, p. 3). It is therefore creating the function y = f(x). The produced function (f) can analyse a new
input variable (x) and estimate the output variable (Y) (Fayyad et al., 1996; Han et al., 2011, p. 327).
It is called supervised learning because the process of an algorithm, learning from the training
dataset, can be seen as a teacher supervising the learning process. Supervised learning uses
classification algorithms and regression techniques to develop predictive models. Where
classification predicts categorical labels, regression models predicts numerical labels. The term
prediction refers to both numeric prediction and class label prediction. (Fayyad et al., 1996). Next
section will review these techniques in more detail.

3.3.2.1.1 Classification

Classification can be defined as a form of data analysis that extracts models describing essential data
classes (Han et al., 2011). Such models are called classifiers. Classifiers predict the categorical class
labels which, as explained for supervised learning, means that a classification algorithm uses input
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data (x) to learn the function (f) to estimate the categorical output value (Y) output (Bishop, 2006,
p. 179). For example, one can build a classification model to categorise bank loan applications as
either safe or risky. The classification has numerous applications, such as fraud detection (SyRI-
wetgeving in strijd met het Europees Verdrag voor de Rechten voor de Mens, 2020), performance
prediction, and medical diagnosis (Han et al., 2011, p. 327).

3.3.2.1.2 Regression

Shortly discussed in the section of supervised learning, regression is a method used to predict a
numeric value (Han et al., 2011, p. 19). In the regression method, an algorithm is used to predict
continuous or discrete quantity output. Where the process is similar as in the classification, where
algorithms use input data (x) to learn the function (f) to estimate the categorical output value (y).
Output, (y) is now a numeric value (Bishop, 2006, p. 137). An example is the prediction of the price
of houses.

3.3.2.2 Unsupervised learning

The process of unsupervised learning is focused on data that is not class labelled. This encompasses
cluster analysis or association analysis. As said before, the learning process is unsupervised since the
input examples are not labelled. The goal of unsupervised learning is to draw interferences and
discover hidden structures within the data (Bishop, 2006, p. 3). With this analysis, it is possible to
create unseen semantics. However, the analysis needs to have a proper understanding of the data to
understand relevant results.

3.3.2.2.1 Clustering

As mentioned in the previous section, unsupervised learning focusses on data that is not class
labelled (Han et al., 2011, p. 19). Clustering comes in handy at the start of projects where in many
cases no class labels are available. The cluster analyses the data and generates clusters or class labels
for specific groups of data. The data in the groups or clusters have high similarity to each other in
comparison with the data in different clusters (Bishop, 2006, p. 424).

3.3.2.2.2 Association

Association learning is a machine learning technique searching for important connections within
variables or features of a data set. The association rule involves a single attribute that repeats itself
(Han et al., 2011, p. 17). With this generated association rule, new searches can be conducted, and
associations can be made.

3.3.2.3 Semi-supervised machine learning

Semi-supervised machine learning uses aspects from both supervised and unsupervised machine
learning (Han et al., 2011, p. 432) as it uses both structured and unstructured data. Semi-supervised
machine learning algorithms are typically used when there is limited structured data and a lot of
unstructured data available. Furthermore, modifying the unstructured data into structured data
requires valuable resources. A precondition for using semi-supervised learning is that both the
structured and unstructured data is relevant for the same objective. The objective of semi-supervised
learning is to understand how combining labelled and unlabelled data may change the learning
behaviour (Zhu & Goldberg, 2009).

3.3.2.4 Reinforcement machine learning algorithms

Reinforcement Learning is a type of machine learning technique that uses an interactive
environment where systems try-out new actions to examine if these actions are sufficient to reach
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the predefined goal. An example of reinforcement learning is credit assignment, where the learner
explores new actions and analyses if these actions are worth taking. As the actions provide a reward,
credit, the system will use the actions that are known for providing a high reward to reach the goal
and earn the highest reward (Bishop, 2006, p. 3).

3.3.3 Machine learning Algorithms

There is an immense number of algorithms available (Fayyad et al., 1996). Therefore, it is hard to
find out which algorithm fits were. This thesis delves into a few popular algorithms as is not possible
to try each potentially relevant algorithm in the selected time-frame this thesis. These algorithms are
derived from and mentioned by (Fayyad et al., 1996; Han et al., 2011; Wu et al., 2008). Table 2 shows
the selected algorithms.

Table 2. Algorithms

Algorithms: ML-goal: Classification Regression Clustering Association
Logistic Regression
Linear Regression

Naive Bayes

k-Nearest Neighbors
Decision Trees

Support Vector Machines
Artificial Neural Network
The k-means algorithm X

The Apriori algorithm X

X

R R )

eda e

3.3.3.1 Naive Bayes

The Naive Bayes classifier is a machine learning model that is one of the simpler Bayesian networks,
models based on Bayes theorem (Han et al., 2011, p. 394). Bayes theorem investigates the probability
of A happening, provided that B has occurred, shown in Figure 6. In the example, B is the evidence,
and A is the hypothesis (Bishop, 2006, p. 380). The term Naive is used because the classifier assumes
that there are no dependencies between attributes (Bishop, 2006, p. 380). Naive Bayes algorithms
are used for classification.

Figure 6. Naive Bayes (Bishop, 2006, p. 394)

3.3.3.2 K-nearest-neighbor

The k-nearest-neighbor classifier is an algorithm used for pattern recognition working via learning
by analogy. Data is not structured and is compiled as a tuple. The classifier functions via comparison
of a test tuple with training tuples (Han et al., 2011, p. 423). The training tuples are produced by n-
attributes which present a point in a n-dimensional space. When the model is presented with an
unknown tuple, the model searches the pattern space for a tuple that is most similar or, in other
words, is its nearest neighbour.
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3.3.3.3 Decision Trees

The Decision Trees is a flowchart-like tree structure for classification and uses univariate splits, as
shown in Figure 7 (Han et al., 2011, p. 330). The tree is built up with nodes. Each internal node
denotes a test on an attribute; each branch represents an outcome of the test; and each leaf node
holds a class label. The highest node in a tree is the root node (Han et al., 2011, p. 330). Construction
of a decision tree does not require any knowledge of domains or parameter setting. Therefore, it is
relatively easy to use and understand, resulting in being one of the most common learning techniques
that are used (Han et al., 2011, p. 330).
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Figure 7. Decision Tree (Han et al., 2011, p.
311)

3.3.3.4 Artificial Neural Networks

Neural networks were originally researched by psychologists and neurobiologists looking for
computational analogues of neurons (Han et al., 2011, p. 398). The Artificial Neural networks are
algorithms that can solve complex problems via their associating and self-organising capabilities.
Where Decision trees and Naive Bayes are good to interpret, because of these capabilities, Artificial
Neural Networks have poor interpretability. However, Neural Networks do provide the ability for
continuous-valued inputs and outputs, where many decision tree algorithms are sensitive for.
Furthermore, Neural Networks process noisy data well. A Neural network can be described as a
learner that provides connections between input/output units, as shown in Figure 8. These
connections have corresponding weight and learning the model adjusting the weights to find a proper
solution. This provides the algorithm to predict the correct class label of the input variables.

Traput Hidden Chazput
Layer layer layer

l/"\

1

Figure 8. Neural Networks (Han et al., 2011, p.
399)
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3.3.3.5 K-means Clustering

The K-Means algorithm is a clustering algorithm that divides data into groups. It is a form of
unsupervised machine learning. The algorithm searches the dataset to define a centroid for each
cluster. Corresponding data points are found in a multidimensional space. The clusters comprehend
a group of data points whose inter-point distances are small compared with the distances to points
outside of the cluster (Bishop, 2006, p. 424).

3.3.3.6 Support Vector Machine

Within the category of supervised machine learning techniques, Support Vector Machines (SVM) is
a widely used classifier. The SVM is an algorithm that uses labelled training data and original data.
The original data is then transformed into a higher dimension via nonlinear mapping, where the
SVM algorithm searches for the linear optimal separating hyperplane to split the data points into
corresponding labels. The SVM is used for both linear and nonlinear data, and an example of an SVM
is shown in Figure 9. (Han et al., 2011, p. 409)

Ay

A

Figure 9. SVM (Han et al., 2011, p. 409)

3.3.3.7 Logistic and Linear Regression

Logistic regression is part of the field of statistical analysis. The basic principle of the logistic
regression is finding the probability of a certain class. Logistic and linear regression models are not
the most complex models. On the contrary, they provide a clear and understandable model. The
algorithms use the input attributes and combine them linearly to predict the output value. Where the
linear value is numeric (Bishop, 2006, p. 138), the logistic output value is binary (Bishop, 2006, p.

205).

3.3.3.8 Apriori Algorithm

The Apriori algorithm is an association algorithm and is used over relational databases (Wu et al.,
2008). The algorithm identifies item sets by using prior knowledge of frequent itemset properties.
Apriori scans through the database and searches for a frequent k-itemsets. The process is iterative
until no more frequent k-itemsets are found (Han et al., 2011, p. 249).

3.3.3.9 Ensemble Machine Learning

Ensemble Machine learning is a procedure to increase the accuracy of certain machine learning
techniques. An ensemble is a combination of classifiers. There are multiple forms of ensemble
machine learning. Han et al. (2011, p. 377) describe three frequently used methods: Boosting,
Bagging and Random Forrest. Within this thesis, the focus lies on boosting. Boosting is primarily
used for converting weak learners to strong classifiers. As supported by Han et al. (2011, p. 377), Wu
et al. (2008) described Boosting as one of the most promising techniques to improve models.
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Specifically, Wu et al. (2008) mention ADABooster, Adaptive Boosting. The ADABooster algorithm
runs many training iterations focusing on the weaker links. The training models provide votes on
which links should be used. These links are ensembled into the final model (Han et al., 2011, p. 380).

3.3.4 Interpreting Machine Learning Models

When building machine learning models, one has to be able to understand how to interpret the
results. Every machine learning technique provides unique results. For example, regression analysis
provides Root Mean Squared Error, classification provides, among other things, the precision, and
clustering provides clusters. This sections shortly describes how to interpret the results of each of the
following two machine learning techniques: classification and regression. As explained earlier in this
chapter, unsupervised machine learning provides clusters which need to be analysed manually (Han
et al., 2011, p. 443).

3.3.4.1 Classifier Evaluation

Han et al. (2011, p. 365) describe that for a proper assessment if the classifier is excellent in predicting
the class labels, one has to consider different evaluation techniques. For example, when a dataset is
unbalanced, accuracy can be misleading. The evaluation techniques, therefore, differ for each model.
Starting the evaluation, one first has to look at the confusion matrix (Han et al., 2011, p. 366). A
confusion matrix is a tool for analysing how accurate the model is in classifying labels, shown in
Figure 10.

Predicted class

yes | mo | Total
Actual class | yes TP | FN | P

no FP [ TN | N
Total P’ N' P+ N

Figure 10. Confusion matrix (Han et al., 2011, p. 366)

e True positives: TP: refer to the positive labels that were correctly labelled by the classifier
e True negatives: TN: are the negative labels that were correctly labelled by the classifier

o TFalse positives: FP: are the negative labels that were incorrectly labelled as positive

o False negatives: FN: are the positive labels that were mislabelled as negative
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With knowing the confusion table on can go further and use the evaluation techniques which are
visualised in Figure 11.

Measure Formula
accuracy, recognition rate Tgi—?\:\
error rate, misclassification rate Fi:i;’\’
sensitivity, true positive rate, TP
recall P
specificity, true negative rate b
3 g J\I
precision TPTF e
F, F,, F-score, 2 x precision x recall
harmonic mean of precision and recall precision—+ recall
2 I -
Fg, where B is a non-negative real number (1+B7) x precision x recall
B= x precision+ recall

Figure 11. Classification evaluation metrics (Han et al., 2011, p. 365)

3.3.4.1.1 Accuracy
The accuracy of a classifier on a given dataset is the percentage of data labels that are correctly
classified by the classifier (Han et al., 2011, p. 366).

3.3.4.1.2 Sensitivity/Recall & Specificity
Sensitivity is the number of positive labels that are correctly identified, while specificity is the
proportion of negative labels that are correctly identified (Han et al., 2011, p. 367).

3.3.4.1.3 Precision
Precision refers to the percentage of labels that are labelled as positive and are actually positive labels
(Han et al., 2011, p. 368).

3.3.4.1.4 F-Score & Fb

An alternative way to use precision and recall is to combine these into a single measure.

The F-score is an alternative way to combine precision and recall into one measure. The F-score
measures the harmonic mean of precision and recall. It provides equal weight to precision and recall.
Fb, on the other hands, uses different weights to combine precision and recall in a single measure.
In practice, two forms of Fb are used. F2 where the weights of recall weight twice as much as the
weights of precision and Fo.5 where the weights of precision weight twice as much as recall (Han et
al., 2011, p. 369).

3.3.4.1.5 Regression evaluation

In order to analyse a regression model, the root mean square error (RMSE) should be analysed. The
RSME is used to measure the differences between values predicted by a model or an estimator and
the values observed (Bishop, 2006, p. 7). The RMSE is always non-negative, and a lower RMSE is
preferred. So, the lower the RMSE, the better the regression model will be in the prediction
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3.3.4.1.6 Extra evaluation metrics
Han et al. (2011, p. 369) describe the following evaluation measurements:
¢ Speed: Which are the computational costs involved in generating and using the model.
¢ Robustness: Which is the ability of the model to make correct predictions given noisy data
or data with missing values.
¢ Scalability: Which is to the ability to produce a classifier that is efficiently given large
amounts of data.
¢ Interpretability: This refers to the level of understanding and insight that is provided by
the classifier. Decision trees and classification rules might be relatively understandable. On
the other hand, neural networks are “black boxes” and therefore, difficult to interpret.

3.4 Organisational aspects

In the research objective, it is stated that there is a need for organisational aspects. A proved method
is provided by Kaplan & Norton (2007). The approach of Kaplan & Norton (2007) is called a Balanced
Score Card. This methodology is a strategic planning and management system that help align,
prioritise and measure actions within the company and to communicate the results in the
organisation. It tracks the strategic objectives the organisation is trying to accomplish in line with
the mission, vision, and strategy of the organisation. Creating a Balanced Score Card investigates the
“balance” between strategic measures and operational management.

The BSC analyses from four different perspectives:
e Financial / mission
e Customer/Stakeholder / beneficiaries
e Internal Process
¢ Organisational Capacity / Learning & Growth

3.4.1 Strategy Map

The Strategy Map is based on the same principles as the Balanced Score Card. It is a more visual
representation of the organisation's objectives and how they relate to each other.

A strategic map is created during the strategic planning process and is used as the primary reference
material during periodic strategy meetings. In this thesis, the Strategy Map can help to identify
organisational aspects as the strategy map is focused on the strategy using machine learning in the
SBR context (Kaplan & Norton, 2004). The Strategy Map uses the same perspectives as the Balanced
Score Card to help strategic planning and management, including the previously described four
different aspects, by implementing the structure of the four perspectives as it helps to identify
problems with the proposed strategy. Furthermore, this prevents the wrong approach before starting
a project.
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3.5 Ethics in information systems

The need for ethical integration is stipulated in Chapter 1. This section discusses different
methodologies on ethics in information systems. Exploring the relevant literature about ethics and
technology systems result in many theories to choose from.

3.5.1 Value Sensitive Design

A grounded theory on establishing the ethical considerations in the design of a product is Values
Sensitive Design by Friedman et al. (2013). Friedman et al. (2013) propose an approach where the
values of direct and indirect stakeholders are incorporated into the design of a technology system.
The procedure consists of three phases of investigation; conceptual, empirical and technological,
visualised in Figure 12. The inquiries are iterative and help to modify the design continuously. Based
on the work of Friedman et al. (2013) Davis & Nathan (2015) add some adaptations and also provide
a strong basis for this concept

Conceptual

A X
=

Figure 12. Value Sensitive Design

3.5.1.1 Conceptual investigations

First, VSD investigates both direct and indirect stakeholders. When analysing the stakeholders, the
focus lays on understanding and articulating the stakeholders. It also presents their values
considering the use of the proposed technology, in this case, machine learning. One must carefully
analyse these values and clarify fundamental issues such as conflicting values.

3.5.1.2 Empirical investigations
Second, the researcher must examine the “understanding” the identified stakeholders have regarding
the context in which the artifact is situated.

3.5.1.3 Technical investigations

In this phase, the investigation focusses on the technical part. It concentrates on how people use
related technologies on the design of systems to support values identified in the conceptual and
empirical studies.

3.5.2 Ethical Impact Assessment

Another arising ethical approach for information systems is the Ethical Impact Assessment. The
Ethical Impact Assessment is a process during which an organisation, considers the ethical issues or
impacts posed by a new project, technology together with stakeholders (Wright, 2011).

The Ethical Impact Assessment is developed focusing on responsible research & innovation. It
facilitates decision-makers and researchers by the formulation of guidelines to ensure ethical
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implications are seriously taken into account. As the increasing impact of research and innovation
on society, researchers should reflect on the effects of these new technologies and incorporate the
reflections during the design of new technologies. Key points, as stipulated by Wright (2011), are the
precondition of transparency of the design of new technologies. Furthermore, it specifies the
importance of examining the stakeholders before accepting the latest technologies. Wright (2011)
provides clear guidelines and questions that need to be asked. Reijers et al. (2016) continued on the
work of Wright (2011) and constructed a framework, consisting out of six steps.

1. Conduct an EIA threshold analysis

2. Prepare and EIA plan

3. Set up and execute an ethical impact identification assessment

4. Evaluate the ethical impacts

5. Formulate and implement remedial actions

6 Review and audit the EIA outcomes

Each step is subdivided into multiple sub-steps. All the steps can be found in Appendix A.1. Figure
13 shows a simplified visualisation of the framework of an EIA.
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No EAl needed
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<

Prepare EIA
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2. Formulate and implement design interventions
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N

remedial
ction

4

Figure 13. Ethical Impact Assessment (Reijers et al., 2016)
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3.6 Conclusion

By conceptualising the theoretical base as input for setting up the model, a detailed literature survey
has been carried out. The focus and emphasis of this literature review were on the selection of
relevant concepts in order to identify the potential design objectives as part of the overall method.
These selected concepts will be the basis for the input of the experiment, and in addition to that, the
first design cycle of the method. The literature survey specifically focussed on the concept of
structured data, data mining and its connection to machine learning, artificial intelligence in respect
to machine learning, and a selection of algorithms of machine learning including ethical and
organisational aspects. The outcome of the survey shows that for the development of a successful ML
project method as part of the research question, the relevant concepts are referring to data,
knowledge discovery in databases, machine learning, artificial intelligence, ethical frameworks and
organisational frameworks. These selected concepts, as input for the first design cycle, are
indispensable and therefore, crucial for a successful machine learning project. Therefore, this
chapter partly answers sub-questions 1.
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Cha pter 4 Design phase 0: Exploration to

design objectives

Designing a reliable method supported and or recognised by the relevant stakeholders, is an iterative
process where literature, experiments and interviews together will be used to produce and refine the
proposed method.

In the previous chapter, an extensive literature review was conducted. This chapter reports the
experiments done in the SBR context and create guidelines (design objectives) for creating the
proposed method.

This chapter is divided into three sections. First, it focuses on the machine learning experiments
conducted on the DUO case, which will be discussed in Section 4.1. These are two experiments, first,
a classification experiment in which the educational institution is classified. Second, a regression
experiment in which governmental subsidy is estimated. Section 4.2 addresses the creation of the
Strategy Map; the overall strategy is focused on the use of machine learning. The last section, Section
4.3, relies on the data found in the previous chapters and data from the experiments and Strategy
Map, to create the Design Objectives. This is an essential aspect of developing the method since it
lays out the guidelines for the next chapters, following Step 3 of the Design Science by Peffers et al.
(2014).

4.1 Experiments

In order to conduct the machine learning experiments, the process of (Fayyad et al., 1996; Han et al.,
2011, pp. 6—8) is used as described in Chapter 3. The process of knowledge discovery in databases is
translated and specified only on the machine learning steps of the knowledge discovery in databases.
The derived steps can be found in Table 1.
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Table 3. Combining aspects Knowledge Discovery in Databases

Step name Han et al. (2011, pp. 6- Fayyad et al. (1996) Action
8)

1) Data collect and combine this step is to select the collect the data that

collection relevant datasets data set on which the is needed
discovery is performed

2) Data to remove noise and the third step is focused on = cleaning the data,

preparation  inconsistent data the data preparation in the removal of
which the data needs to be  noise, and the
cleaned and pre-processed. handling of

missing data.

3) Algorithm select the proper data to choose a unique set of select algorithms

selection mining techniques data mining algorithms from the Table 2

4) Data an essential process where = search for relevant trends,  use the algorithms

mining intelligent methods are or in other words using the  to create models

5) Evaluation

applied to extract data
patterns

to identify the truly
interesting patterns
representing knowledge
based on interestingness

algorithms to find relevant
information.

focused on analysing and
understanding the results
of the mined patterns

evaluating the
machine learning
model, patterns
and project

measures

4.1.1 Machine learning workbench

There are different ways to build models with machine learning algorithms. For example, it is
possible to build these models via programming or machine learning workbenches. In this thesis,
there is specifically chosen to use a machine learning workbench. There are different kind of
workbenches, such as Azure, Weka and more. A machine learning workbench uses a collection of
machine learning algorithms and is relatively user friendly as the user does not have to program. In
this research is chosen for Weka, as Weka enjoys a widespread acceptance internationally in both
academia and business environments (Hall et al., 2009). The machine learning algorithms can be
applied directly to the selected data or called from Java code. Weka is a collection of tools for
regression, clustering, association, classification, data pre-processing and visualisation (Hall et al.,
2009).

4.1.2 Background DUO

DUO (Dienst Uitvoerend Onderwijs) is an agency of the Dutch Ministry of Education, Culture and
Science. This agency implements various education laws and regulations. For example, the DUO
provides funding for most educational institutions. To do this properly, all educational institutions
share their financial data with the DUO. The DUO checks this data and examines the financial state
of the educational institution. Currently, the checks of these educational institutions are done using
an analysis of predetermined key figures. In case this model pin-points an educational institution
considered to be a risk, these results are manually checked by a group of employees. In cooperation
with DUOQ, it is investigated the added value of machine learning algorithms in this process. However,
as the data is not public, it has been decided to set up a similar experiment to develop a generic
method, independent whether the used data is open for public or not.

30



Machine Learning with Care Design phase o: Exploration to design objectives
e

4.1.3 Hypotheses

This experiment is initiated to explore the possibilities of machine learning in a real case and to create
reliable input for the Machine Learning Project Method. To conduct a reliable experiment, one must
test a hypothesis. A scientific hypothesis has two requirements, it should be testable and falsifiable
(Sekaran & Bougie, 2010, p. 45). Following these criteria, the two hypotheses were derived:
Hypothesis 1: “With a classification model, it is possible to predict the correct educational institution
of the DUO SBR dataset above 90% accuracy.”

Hypothesis 2: “With a regression model, it is possible to predict the governmental subsidy with a
Root Relative Square Error below 25%.”

These hypotheses were set up in dialogue with DUO.

4.1.4 Experiment 1: Classification

This section elaborates on the steps that are conducted in the experiment. The main objective of the
first experiment is to find out whether hypothesis 1: “With a classification model, it is possible to
predict the correct educational institution of the DUO SBR dataset above 90% accuracy.” is true or
false. A detailed description of the steps is provided in Appendix B.1.

4.1.4.1 Step 1: Data collection

The experiments are done on the open dataset of DUO. This dataset is a transformed version of the
XBRL dataset. This new format, CSV, is readable by Weka and is converted to ARFF. ARFF is the
data format of Weka. The dataset consists of the financial balance per educational institution from
the year 2014-2018. The total dataset consists of 8115 instances. The number of instances per year is
visualised in Table 4.

Table 4. DUO-dataset

Year Instances
2014 1844
2015 1622
2016 1582
2017 1533
2018 1513

Combining datasets

In addition to the “Balance” dataset, the “Governmental Subsidies” dataset is used. This dataset
contains the attribute “Governmental Subsidies OCW”, which is added to the “Balance” dataset.
Adding this attribute is advised by DUO.

4.1.4.2 Step 2: Data preparation

Handling missing data & noise

From the merged dataset, the Authorised supervision (identification number), Grouping and Name
are deleted, as they are conflicting with the experiment. The full description, including all attributes,
can be found in Appendix B.1. Attributes that have more than 85% missing files are removed, which
are:

e “Immateriele vaste active” 92% missing
e “Voorraden” 89% missing
e “Kortlopende effecten” 90% missing
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To make an attribute that needs to be analysed, the attribute is changed into a class attribute in Weka.
For the first experiment, it will be the attribute sector.

Splitting the dataset
The cleaned dataset is now split into two sets. A training set and a test set, which the algorithms will
use to train and test the model respectively, will be generated and used.

4.1.4.3 Step 3: Algorithm selection
The objective is to predict a nominal label. This requires a classification algorithm.
For classifying the Sector attribute, the top 5 algorithms of Weka are used, which are described in
section 3.3.3. The five algorithms are
e Logistic Regression
¢ Naive Bayes
e k-Nearest Neighbor
e Decision Trees
e Support Vector Machines

4.1.4.4 Data mining

Training the models

It is necessary to experiment with different algorithms to understand which algorithms are
promising. The model will be trained on the dataset from 2014-2017. In Table 5, the results of trying
all the algorithms with the standard settings of Weka. A detailed description of the settings and the
results per algorithm can be found in Appendix B.1.

Table 5. Results Classification models (1)

Algorithm Algorithm Weka Correctly Classified
Instances
Logistic Regression functions.Logistic 84.6993%

Naive Bayes NaiveBayesMultinomialText 70.8226 %

k-Nearest Neighbor lazy.IBk 18.8002 %
Decision Trees trees.REPTree 86.8353 %
Support Vector Machines functions.LibSVM 70.8075 %

Evaluating build models

The first results show that the REPTree algorithm performs the best regarding the accuracy of the
model. However, we check the built models with the unseen data from 2018. This helps conclude
whether the model responds differently to new data.

Algorithm Algorithm Weka CCI training CCI 2018
Logistic Regression functions.Logistic 84.6093% 84.6001%
Naive Bayes NaiveBayesMultinomialText = 70.8226 % 68.6715%
k-Nearest Neighbor lazy.IBk 18.8002 % 24.4547%
Decision Trees trees.REPTree 86.8353 % 87.31%
Support Vector Machines functions.LibSVM 70.8075 % 68.6715%
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Table 6. Results Classification models test set

The results in Table 6 shows that REPTree decision tree model has the highest accuracy.

Improving the models

The REPTree algorithm performed best in terms of the accuracy of the model. This is the starting
point for examining if it is possible to create a model with higher accuracy. This is done by
systematically changing each of the parameters of the algorithm. The explanation of the settings can
be found in Appendix B.1 (Witten & Frank, 2002). The results of changing the parameters are described
in Table 7.

Table 7. Results of systematically changing the parameters of the REPTree algorithm

Setting Standard-setting New setting Increase
Batch size 100 100 0%
Debug False False 0%
doNotCheckCapabilities False False 0%
initial count 0.0 1.0 / 2.0 0.0303%
MaxDepth -1 -1 0%
minNUm 2.0 1.0 0.0606%
minVarianceProp 0.001 0.001 0%
noPruning False True 0.2424%
numDecimalPlaces 2 2 0%
numPFolds 3 4 0.1364%
seed 1 -2 0.4242%
SpreadInitialCount False False 0%

The results show that changing parameters can provide higher accuracy. The next step is to combine
the parameters and explore whether it reaches a higher accuracy. Multiple combinations were tried,
which did not lead to a higher result. Therefore, the most optimal settings are the standard
parameters with the seed setting set to -2. Changing the seed can provide overfitting. This increases
the accuracy with 0.4242% to 87.2595%, which does not confirm the hypothesis.

Ensemble Machine Learning — Improving models

For the purpose of creating a “better” model, the possibilities of ensemble machine learning have
endeavoured. One of the options in ensemble machine learning is boosting. Boosting is primarily
used for converting weak learners to strong ones, which is explained in Section 3.3.3.9.

The next step is to examine the possibilities of ensemble machine learning. With ensemble machine
learning, it might be possible to build a model with higher accuracy. This experiment uses
ADAbooster explained in Section 3.3.3.9. The explanation of the settings within ADAbooster can be
found in Appendix B.

Using the Adabooster with standard parameters, the accuracy is increased with 2.3633% to

89.1981%. Table 8 shows all the REPTree parameters which were systematically changed in the
ADAbooster.
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Table 8. Results of systematically changing the parameters of the REPTRee with standard ADABooster parameters

Setting Standard-setting New setting Increase
Batch size 100 100 0%
Debug no change False False 0%
doNotCheckCapabilities False False 0%
initial count 0.0 0.0 0.%
MaxDepth -1 -1 0%
minNUm 2.0 1.0 0.0758%
minVarianceProp 0.001 0.001 0%
noPruning False True 1.1968%
numDecimalPlaces 2 2 0%
numPFolds 3 8 0.3787%
seed 1 1 0%
SpreadInitialCount False False 0%

With the ADAbooster and the REPtree parameters of noPruning set to True, an accuracy of
90.3952% was achieved. The next step is to systematically change the settings of the ADAbooster.
The parameters can be found in Appendix B.1 The results are shown in Table 9.

Table 9. Results of systematically changing the parameters of the ADABooster with standard REPTRee parameters

Setting Standard-setting New setting Increase
Batch size no change 100 100 0%
Debug False False 0%
doNotCheckCapabilities False False 0%
numDecimalPlaces 2.0 2.0 0%
numlterations -1 100 1.9391%
Resume False False 0%

seed 1 -1 0.0879%
useResampling False True 0.6060%
weightthreshold 100 100 0%

Changing all the parameters of the Adabooster systematically provided three parameters that
increase the accuracy. The most promising parameters is numIterations, which provided an increase
of 1.9391% in accuracy, which led to the total accuracy of 91.1377%.

The next step is to try to combine multiple options. However, this process is described more as an
art form rather than an exact science (Brownlee, 2016). The results of combining the different
parameters can be found in Appendix B.1. The most promising combination is when the parameters
of ADAbooster are: numlteration = 100 and resampling = true, and the parameters of the REPtree
are the standard parameter settings. The model was tested on the test dataset, which indicates if
there is overfitting. However, the results of the model were an increase of 4.4085% compared to the
previous build REPtree model and led to an accuracy of 91.2438%.

4.1.4.5 Evaluation

Walking through the machine learning steps and building a model resulted in a model which can
predict the correct label with an accuracy of 91.6061%, exceeding the proposed accuracy of
hypothesis 1: “With a classification model it is possible to predict the correct educational institution
of the DUO SBR dataset with +90% accuracy”. Therefore, this hypothesis is confirmed. The goal of
building an accurate model was focused on accuracy. In this experiment, the other classification
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evaluation metrics were not compared as the focus was limited to the accuracy. However, these
evaluation metrics should also be advised to create a proper classification model.

4.1.4.6 Conclusion classification experiment

The goal of the experiment was to implement a full machine learning experiment. The experiment
was successful in two-fold. First of all, it was possible to create a model which was able to predict the
educational institution with an accuracy of 91.6%. This is 1.6% higher than the minimum value of the
hypothesis. Furthermore, the experiment follows a procedure of building a classification model that
is documented and is useful as input for the design objectives.

4.1.5 Experiment 2: Regression

This chapter discusses the process conducted in the experiment. The main objective of the second
experiment is to find out if Hypothesis 2: “With a regression model it is possible to predict the
governmental subsidy with a Root Relative Square Error lower than 25%” is true or false. A detailed
description of the steps is provided in Appendix B.1.

4.1.5.1 Data gathering & Data preparation

For this experiment, the same dataset is used for the first experiment. Therefore, the first step and
the second step are the same as explained in the first experiment. There is only one adjustment which
is changing the class that needs to be analysed to the governmental subsidy attribute. In order to
train a Support Vector Machine model, the algorithm cannot handle data attributes. Therefore, for
training the SVM model, the date attribute is deleted.

4.1.5.2 Algorithm selection

The objective is to predict a numeric attribute. This requires a regression algorithm. Five algorithms
are selected from Table 2 that fit the regression problem the best. These five algorithms for a
regression problem are:

e Linear Regression

e k-Nearest Neighbor

e Decision Trees

e Support Vector Machines
e Artificial Neural Network

4.1.5.3 Data mining

The algorithms are trained on the training dataset with the standard settings of Weka (Hall et al.,
20009). A detailed description of the settings and the results per algorithm can be found in Appendix
B.1. The results of the models are displayed in Table 10.

Table 10. Results Regression models (1)

Algorithm Algorithm Weka RMSE RRSE
Logistic Regression functions.LinearRegression 13155867  31.6686%
k-Nearest Neighbor lazy.IBk 113668168  273.61990%
Decision Trees Trees.REPtree 11170476  26.8911%
Support Vector Machine functions.SMOreg 17881820  43.0448%
Artificial Neural Network functions.MultilayerPerceptron 12218352 29.4118%
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Evaluating the build models
After building the models, they are tested on unseen data from 2018. This helps to conclude if the
models respond differently to new data.

Table 11. Results Regression model on test data

Algorithm Algorithm Weka RMSE RRSE
Logistic Regression functions.LinearRegression 13155867  31.6686%
k-nearest-neighbor lazy.IBk 113668168  273.6199%
Decision Trees Trees.REPtree 10535042 25.3598%
Support Vector Machines functions.SMOreg 17881820  43.0448%
Artificial Neural Network functions.MultilayerPerceptron 12218352  29.4118%

The results in Table 11 show that the REPtree algorithm produced the lowest RMSE, which is the
goal.

Adjusting parameters

In order to examine if it is possible to create an improved model, the parameters are systematically
changed. A description of the parameters can be found in Appendix B.1. The parameters. The results
of changing the parameters are described in Table 12.

Table 12. Results Regression systematically changing parameters REPTree

Setting Standard-setting New setting Increase
RMSE

Batch size 100 100 0%
Debug False False 0%
doNotCheckCapabilities False False 0%
initial count 0.0 1.0/ 2.0 0%
MaxDepth -1 -1 0%
minNUm 2.0 1.0 1,4356%
minVarianceProp 0.001 0.001 0%
noPruning False True 5.1742%
numDecimalPlaces 2 2 0%
numPFolds 3 5 0.2284%
seed 1 3 2.6278%
SpreadInitialCount False False 0%

Ensemble Machine Learning

In order to examine the option to create a better model, the possibilities of ensemble machine
learning are tried. The parameters of the Bagging are described in Appendix B.1. Using Bagging with
the standard Weka parameters (Hall et al., 2009) are:

RMSE = 8810534.9278 and RRSE = 21.2099 %.

Systematically changing the parameters of Bagging produced improvement when the parameter was
set to noPruning. This model achieved the best results which are a Root mean squared error of
8390352 and Root relative squared error of 20.1984 %. The model was tested on the training data,
and no significant change was found.
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4.1.5.4 Evaluation

Following the steps for creating a machine learning project consequently, it finally produced a model
which achieves an RRSE of 20.1984%. This result is lower than the RRSE from the hypothesis 2:
“With a regression model it is possible to predict the governmental subsidy with a Root Relative
Square Error lower than 25%”. Therefore, this hypothesis is confirmed.

4.1.5.5 Conclusion regression experiment

The goal of the experiment was to walk through a full regression experiment. The experiment was
successful. First, the hypothesis was achieved. Second, the experiment provides insights into the
creation of a regression model. These insights provide input for the design objectives of the method.

4.2 Strategy Map

The previous sections elaborated on the experiments that were conducted with machine learning.
This section focuses on the production of a strategy map. The strategy map helps to identify four
different perspectives on the proposed strategy, as described in Section 3.4.1. These perspectives are
mission, customers/beneficiaries, internal processes and learning and growth. The goal of making a
strategy map is to create insight of the strategy, which is: using machine learning. Furthermore, it
provides insights on organisational aspects. The production of the strategy map is described in this
section.

4.2.1 Mission

The mission, in this case, is the request of a standard SBR stakeholder, DUO that wants to use ML.
It is derived from the perspective that the stakeholders strive to operational excellence, which is
visualised in Figure 14 . For example, the inspections of DUO want to be able to be successful in
detecting a financial risk of their organisations. Because of the need for operational excellence, the

Operational excellence

. Reduce
Improve service administrational Reduce costs
workload

Figure 14. Mission

SBR stakeholders want to improve their service, reduce administrational workload and reduce costs.
Therefore, when the goal of the strategy aligns with the mission, it has a higher chance of succeeding.

4.2.2 Beneficiaries perspective

The external stakeholder/beneficiaries value proposition is the core of the strategy, which is why it
comes directly after the mission. The value propositions revolve around serving the needs of the
external stakeholders/beneficiaries, which can have different values and needs. These demands need

Customer Value proposition
Customers/

Beneficiaries

Figure 15. Beneficiaries perspective
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to be analysed. Examples could include costs, quality, functionality, service and privacy. These are
visualised in Figure 15.

In the case of a financial risk estimation of the DUO, the clients of DUO (educational institutions) do
not have a choice, whether to be checked or not. They do not purchase the product. They strive to be
controlled in a fair process to guarantee their privacy.

4.2.3 Internal Processes

The use of machine learning is in two-fold. It can be used to acquire new insights. For example, to
find new strategies. It might also be used for problem-solving, explained in Section 3.4.1. The internal
processes are shown in Figure 16.

Machine Learning

Machine Machine
Learning for Learning for
insights improvement

Figure 16. Internal Processes

4.2.4 Learning & Growth

Learning and growth is the foundation of the strategy. This perspective outlines the employee’s skills
and knowledge required to make the proposed strategy really work. For the strategy to use machine
learning in an organisation, the following requirements are found. First, there needs to be an
alignment in what the management team wants to achieve and what the employees can handle. It is
difficult to push a (new) strategy if it is not in line with the mission. Furthermore, there has to be
machine learning expertise in the organisation, or an employee willing to invest time learning the
theory of machine learning. Lastly, there is a need for someone that has access to the data, because
simply said, with no data, there is no machine learning. This person should also have data knowledge.

Learning &
Growth

Figure 17. Learning & Growth

The reason for this is that algorithms can make predictions and show connections. These results need
to be interpreted by someone that understands the predictions and connections in the context of the
subject. Some examples are visualised in Figure 17
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4.2.5 Strategy map
Figure 18 shows the full strategy map. However, this does not apply to each case. Therefore, the
method should use concepts divined by Kaplan and Norton (2004).

Strategy Map

Operational excellence

. Reduce
Improve service administrational Reduce costs
workload

Customer Value proposition
Customers/

Beneficiaries

Machine Learning

Machine Machine
Learning for Learning for
insights improvement

Learning &
Growth

Figure 18. Strategy map

4.3 Design objectives

This section described the definition of concrete design objectives the method should meet to fulfil
the research objective. These design objectives are derived from four different perspectives resulting
from the actual research, 1) the research questions (Chapter 1), 2) what is found in the literature
(Chapter 3), 3) the data from the experiments (Chapter 4), and 4) what is learned from producing
the strategy map (Chapter 4).

The main research question as defined in Chapter 1, reads as follows: “How can technical,
organisational and ethical aspects be combined into a method that supports
stakeholders to systematically set up machine learning projects in SBR context?”

Five accompanying sub-questions have to be clarified to support the development of the method:

1. What are the relevant machine learning, organisational and ethical factors for SBR-stakeholders?

2. How can the identified factors be combined into a scientific method?

3. Does the designed method provide the guidelines needed for systematically setting up machine
learning projects?

4. Does the designed method provide insight into the value that machine learning might provide?

What is the potential of machine learning in SBR context?

o
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The argumentation of the combination of the machine learning, organisational and ethical factors,
is elaborated on in Chapter 1.

In Chapter 3, the literature review has been discussed. In this chapter, two machine learning
experiments were conducted, and a full Strategy Map on the strategy of using machine learning was
built. Chapters 1, 3 and 4 together provide input on how the method should be designed. This section
summarises which design objectives are selected to design a proper method which complies with the
research questions.

As a result of the above described research, six design objectives are developed, subdivided into two
categories; design objectives focusing on what the method includes, considering specific action steps,
and design objectives focussing on what the method should provide. The following design objectives
are formulated as a combination of both.

Design objective focusing on the method, to include:
1. The designed method should include an ethical framework
The necessity for ethical guidelines is described in chapter 1. As described in Section 0, the literature
on ethical frameworks provides guidelines and frameworks that can be used in the design phase of
the method.
2. The designed method should include machine learning steps to create a model
in SBR context
The need for machine learning aspects is described in chapter 1. The guidelines are developed based
on the theoretical concepts for the machine learning factors, derived from the literature survey, as
well as on the results of the knowledge discovery in databases, as discussed in Section 3.2.
Furthermore, the experiments in Section 4.1.1 provide additional in-depth data on the steps to be
taken to conduct machine learning projects.
3. The designed method should include a machine learning algorithm selection
method, including multiple machine learning techniques
The necessity for a machine learning algorithm selection method, including multiple machine
learning techniques is specially mentioned by Qiang & Xindong (2006). The literature study on this
subject in Section 3.3.3 provides clear guidelines for the proper use of these algorithms. Section 3.3.3
provides a description of how these algorithms work. Furthermore, the experiments discussed in
Section 4.1.1, provide a real-life example of how the algorithms work in the SBR environment and
which algorithms provide the best insights.
4. The designed method should include organisational factors relevant for
creating a machine learning project
In chapter 1, the need for organisational guidance during machine learning projects was described.
As explained by Klievink et al. (2017) & Adadi et al. (2015) which indicate that the goal or mission of
the company, is often not included in the process of creating a machine learning project. Kaplan and
Norton (2004) provide clear guidelines as well as the production of the Strategy map in Section 4.2,
including the vision and strategy of the organisation.

Design objectives focusing on the method, to provide:
5. The designed method should provide an understandable process for creating a
machine learning project in SBR context
As stipulated in Chapter 1, the method should provide a clear overview of what is needed for
conducting a machine learning experiment.
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6. The designed method should help decision-makers to understand if machine
learning can create added value in their organisation
As discussed in Chapter 1, the potential added value of machine learning is enormous. However,
organisations struggle with estimating this value that machine learning can bring to support their
corporate strategy. Therefore, the method should provide decision-makers with the ability to
determine if machine learning can provide added value to their organisation.

4.4 Conclusion

This chapter described the experiments that were performed on data of DUO. Two experiments were
conducted: one classification experiment and one regression experiment. The experiments were
done in cooperation with DUO, resulting in the definition of clear objectives and reliable data. From
these objectives, two scientific hypotheses were formulated. Hypothesis 1: “With a classification
model it is possible to predict the correct educational institution of the DUO SBR dataset with +90%
accuracy” and Hypothesis 2: “With a regression model it is possible to predict the governmental
subsidy with a Root Relative Square Error lower than 25%”. These hypotheses were tested in an
experimental environment, and both were found true. Furthermore, the experiments produced two
machine learning models with predictive capabilities. The experiments also provided DUO with
insights on the added value machine learning could provide in their organisation. The second part of
this chapter describes the strategy Map used to provide insights used as guidelines for the creation
of the relevant design objectives, answering sub-question 1. The last section elaborated on the
initiation and justification of the design objectives, resulting in the following design objectives:
1. The designed method should include an ethical framework
2. The designed method should include machine learning steps to create a model in SBR context
3. The designed method should include a machine learning algorithm selection method,
including multiple machine learning techniques
4. The designed method should include organisational factors relevant for creating a machine
learning project
5. The designed method should provide an understandable process for creating a machine
learning project in SBR context
6. The designed method should help decision-makers to understand if machine learning can
create added value in their organisation

The six objectives have been defined in line with the research question. Although this thesis strives
to fulfil these six design objectives, it is recognised that it is not realistic to fulfil all these objectives
in one project, especially not in the time-frame of one thesis. The focus lays on creating a first design
of the numerous design iterations into a prototype, providing a starting point and direction, and thus
a framework from which to generate further research.
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Part |l

Design and development: building the
method

Cha pter 5 Design Phase 1: designing the

method

In the previous chapter the design objectives were formulated. This chapter elaborates on translating
the design objectives into a method for a solid set-up and implementation of a machine learning
project within the goals of the thesis. In other words, this chapter elaborates on the found factors
that influence a machine learning project and translates these factors into to concrete steps. In
Section 5.1 the overall method is visualised. In Section 5.2, a description of the step-by-step
development of the method is elaborated on.

5.1 Complete method

In order to provide the reader with a better understand of the development of the method, this
chapter starts with visualising the full method, Figure 19. Hereafter, the process and each step are
worked out in more detail.
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2) Project Team 4) Data
Setup Collection

3.1 Conduct stakeholder

1.1 Setup project goal 5
analysis

2.1.1 Machine learning
experience

1.3 Does the goal fit with the 3.3 Start Ethical Impact
mission of the company? Assessment

2.2 Include management

7) Model
Testing

9) Project
Evaluation
6.1 Select the machine leamning

algorithms from the Algorithm
Selection Method

8.1 Select the best models

9.2 Compare results with
current situation

7.2 Test the models on the
test dataset

7.4 Compare the results

Figure 19. Design Phase 1

8.3 Use Ensemble Machine
Learning

5.2 Method development
5.2.1 Step 1. Goal Formulation

When starting a machine learning project, it is crucial to carefully define a
project goal (Fayyad et al., 1996). Furthermore, it is important to determine
whether the proposed goal of the project can be supported using machine
learning. If the goal of the project does not fit within the characteristics of
machine learning, the original goal formulation should be redefined or
machine learning might not be the best option. It may be possible that other
data mining options are a better fit (Fayyad et al., 1996). Furthermore, the goal
of the project is checked, whether it is in line with the mission of the company.
By aligning the goal of the project with the mission of the company, the
machine learning project has a higher chance of being successful (Adadi et al.,
2015; Kaplan & Norton, 2004; Klievink et al., 2017). It can be concluded that
if the goal of the project and the mission of the company do not align, it is
recommended to redefine the original goal. When the goal of the project and
the mission do not align the machine learning project can still be started but
has a lower chance of succeeding.

5.1 Check quality data

5.3 Make the data (Weka)
readable

10.1 Communicate results
with management

1.1 Setup project goal

1.3 Does the goal fit with the

mission of the company?

Figure 20. Step 1

Based on the above-described boundary condition, three sub-steps are identified, visualised in

Figure 20:
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5.2.1.1 Step 1.1 Set up project goal

Formulating and defining the goal of the project. It emphasises the importance of a clear project goal
formulation.

Source: (Fayyad et al., 1996), Experiment-DUO

Example/output: estimating the probability if an organisation is fraudulent.

5.2.1.2 Step 1.2 Does the goal fit with machine learning?

Analysing the goal is needed to determine whether it is compatible with machine learning. If the goal
is not compatible with machine learning the goal must be reformulated or there might be other data
mining options that are more appropriate. Figure 21 provides examples for each machine learning
form.

Where:

Machine Learning

Unsupervised ML Supervised ML

Association Clustering Classification Regression

Figure 21. Machine Learning techniques

e Association & clustering are there to gain insights into the data.
o E.g. clustering the data into groups to define new groups.
e C(Classification is there to predict a categorical value
0 E.g.to predict the label financial risk which can be the label yes or no
e Regression focusses on predicting a numeric value
o E.g.to predict the amount of subsidies per organisation
Source: Section 3.3.2, Experiment-DUO
Example/Output: the estimation the of governmental subsidy which is numeric value corresponds
with supervised machine learning, specifically, regression.

5.2.1.3 Step 1.3 Does the goal fit with the mission of the company?

In the Strategy Map Kaplan & Norton (2004) discussed that the mission of the company needs to be
analysed. Furthermore, the authors emphasise that when the goal of the project aligns with the
mission, the project receives support from the internal stakeholders. From this setting, it is derived
that the project goal should clearly align with the company’s mission in order to avoid a loss of
support for the final result.

Source: (Kaplan & Norton, 2004), machine learning as strategy (Mission)

Example: the goal of the financial inspection of DUO is to be able to estimate the financial risk of
educational organisations as good as possible
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5.2.2 Step 2: Project Team Setup

In order to create a successful project, one should consider the knowledge that
is needed (Fayyad et al., 1996). Kaplan & Norton (2004) explain that when
applying a new strategy, certain learning and growth needs to be analysed. In
other words, certain knowledge and skills are needed and, or need to be
acquired. Two crucial skills that are needed for setting up a successful machine
learning project are machine learning experience and data experience & access. [ —_—_ —
The need for different skills does not mean that there is a need for different e
people. One person can have multiple skills. Lastly, Kaplan & Norton (2004)
discuss the inclusion of internal stakeholders which is translated to including
the management. The sub-steps are shown in Figure 22.

2) Project Team
Setup

2.2 Include management

Two sub-steps are therefore identified: _
Figure 22. Step 2

5.2.2.1 Step 2.1: Include person that has:

2.1.1) Machine learning experience

Experience with machine learning is necessary as preparations and construction of the algorithms

are a prerequisite for successful development of the method. If knowledge of machine learning is

lacking, employees should be trained to acquire these skills. One does not have to be an expert to

create a preliminary project.

2.1.2) Data experience and access

Additionally, experience with and access to the data is essential in order to successfully initiate a
machine learning project. Another required expertise is considerable insight in selecting and
comprehending the right set of data in order to correctly use the algorithm and obtain useful
outcomes.

Source: (Han et al., 2011, p. 39; Kaplan & Norton, 2004), Learning and Growth,
Example/Output: An employee that has basics of machine learning experience & an employee that
works with and has access to the data

5.2.2.2 Step 2.2: Include management

Kaplan & Norton (2004) discuss the inclusion of internal stakeholders which is translated to
including the management. The interaction of the several layers in the organisation, employees and
management, creates support and provides acceptance of the project.

Source: (Kaplan & Norton, 2004), Strategy Map

Example/Output: Setup a project meeting including the involvement of the management
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5.2.3 Step 3: Context Analysis

After setting up the goal and the project team, the context needs to be
analysed. First, a stakeholder analysis will be done, providing a clear
understanding of what the stakeholders want and what their values are (Davis
& Nathan, 2015; Kaplan & Norton, 2004). Insight of the ethical factors and [EESE—G—
impacts must be part of this analysis. Second, the current situation of project analysis

goal has been analysed in order to record a clear t=0, which in the final steps
support the understanding and evaluating of the project. The last action is to
conduct an Ethical Impact Assessment. Described in Chapter 1, there is a need
for ethical guidance during a machine learning project. One of the actions that
help to execute an ethical project is to do an Ethical Impact Assessment
(Reijers et al., 2016; Wright, 2011). The framework of doing an Ethical Impact 9ure 23.5tep 3
Assessment will be provided with the method. The three steps are displayed in

Figure 23.

3.3 Start Ethical Impact
Assessment

Based on the above discussion, three sub-steps are identified:

5.2.3.1 Step 3.1: Conduct a stakeholder analysis

A stakeholder analysis is done in order to identify the relevant stakeholders, to understand what is
important for the stakeholders (their expectations & their values) and to analyse how the
stakeholders would be affected by completing a machine learning project.

Source: (Kaplan & Norton, 2004) Beneficiary’s perspective, (Davis & Nathan, 2015; Wright, 2011)

Example/output: Full stakeholder analysis on the stakeholders affected by the DUO financial
inspection

5.2.3.2 Step 3.2: Analyse current situation of goal

Mapping of the current situation of the selected goal is important to compare the t=0 setting with
the outcome of the machine learning experiment. This helps to evaluate the overall project on the
added value of machine learning.

Source: (Kaplan & Norton, 2004), (Wright, 2011), Experiment-DUO

Example/output: At this moment fraud detection in banking cost X’ and is done by Y’ hours of
human calculation

5.2.3.3 Step 3.3: Start Ethical Impact Assessment

The ethical impact analyses will be done in order the clarify the potential ethical effects before
conducting a machine learning experiment.

Source: (Reijers et al., 2016; Wright, 2011)

Example/output: a complete Ethical Impact Analysis on the use of machine learning to detect
fraud in care allowance

5.2.4 Step 4. Data Collection

The next step focused on the relevant data that needs to create a working and
reliable machine learning model. This step is relatively straightforward but can
be time-consuming. However, SBR data is stored properly and therefore,
relatively easy to access (Bharosa et al., 2015, p. 101). Conducting the data
collection has to be done by someone that has experience with data and access

4) Data
Collection

Figure 24. Step 4
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to the data, described in Step 2, as it is important to select the appropriate data, garbage in, garbage
out (Han et al., 2011, p. 39). Figure 24 provides the visualisation of the step.

Step 4.1: gather (structured) data

Select and gather the appropriate data.

Source: (Fayyad et al., 1996; Han et al., 2011, p. 39)
Example: Retract the financial data from the “DUO” server

5.2.5 Step 5: Data Preparation

The data preparation step is done to create a dataset which can be used to train
the machine learning models. First, the quality of the data is checked. This
helps to indicate which actions need to be performed. Second, data preparation
steps described by (Fayyad et al., 1996; Han et al., 2011, p. 83) include: cleaning
the data, removing noise and handling missing data. Third, the transformation [EEEEEEXELTES
of the dataset to a format which is readable by a Machine Learning Workbench.
As part of this research, Weka has been used. The last action is to split the
dataset into two sets, a training set and a test set (Han et al., 2011, p. 33). This
is done so that the produced model, which is built on the training data, can be [ Maker;zz:;;a (Weka)
evaluated on unseen data, which indicates the effectiveness of the model on

unseen data and checks if the model was not overfit on the training dataset
(Han et al., 2011, p. 85). The subsets are shown in Figure 25.

Figure 25. Step 5
As part of a successful data preparation phase, four sub-steps were identified:

5.2.5.1 Step 5.1: Check data quality

Analyse the quality of the data to indicate if there is a need to clean and or to restructure the data.
Source: (Fayyad et al., 1996; Han et al., 2011, p. 84)

Example/output: Analyse if there is data missing to be able to understand what needs to be done
regarding data cleaning actions

5.2.5.2 Step 5.2: Clean the data

In this step, the results of the previous steps are analysed such that the data cleaning tasks can be
performed. Tasks are; combining, reducing, replacing and or removing data parts.

Source: (Fayyad et al., 1996; Han et al., 2011, p. 85)

Example/output: Remove attributes in cases of too many missing instances for a clean dataset

5.2.5.3 Step 5.3: Make the data Machine Learning Workbench (Weka) readable

This step adjusts the data format as it needs to be changed into a format readable by the machine
learning workbench, in this case, Weka.

Source: (Hall et al., 2009), Experiment-DUO

Example/output: Change to format from XBRL to CSV to ARFF to have a data format which can
be used for building machine learning models
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5.2.5.4 Step 5.4: Split the data

This step indicates the importance of splitting the dataset into a training dataset and into a test
dataset. This step is indispensable as the model can be checked on unseen data and therefore checked
on overfitting.

Source: (Fayyad et al., 1996; Han et al., 2011, p. 33), Experiment-DUO

Example/output: The DUO dataset is split into a dataset including data from 2015-2018 and a
dataset including the data from 2019

5.2.6 Step 6: Algorithm Selection

This step requires the user of the method to select the algorithms from the
algorithm selection method and is shown in Figure 26. The method is based on
the most promising algorithms, explained in Section 3.3.3, and the DUO
experiments. The used algorithms are explained in Section 3.3.3 and will be [ TTT———
provided with the method. The method itself is visualised in Figure 27, REEZEEITYE
showing which algorithms should be used with the corresponding machine Selection Method

learning techniques.

The algorithm selection method provides the user with clear guidelines on which algorithm to use.
In Step 1.2, the form of machine learning is already identified. Furthermore, it provides algorithms
which are relatively “easy” to understand, described in Section 3.3.3. This helps projects with no
expert knowledge of machine learning in understanding the considerations the model takes.
Additionally, choosing an algorithm which is relatively “easy” to understand provides the ability to
explain the model to stakeholders which contributes to the transparency of the project. And the
transparency of the project diminished the ethical problems (Davis & Nathan, 2015).

5.2.6.1 Step 6.1: Select the machine learning algorithms from the algorithm selection
method

Select the relevant algorithms that fit with the machine learning goal.

Source: Section 3.3.3, Experiment-DUO

Example/output: The machine learning goal is a classification problem. Therefore, we use the
following algorithms: Logistic Regression, Naive Bayes, k-Nearest Neighbors, Decision Trees,
Support Vector Machines
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Figure 27. Algorithm Selection Method

5.2.7 Step 7: Model Building

Based on the algorithms selected in the previous step, this step uses these
algorithms to build the machine learning models (Fayyad et al., 1996; Han et
al., 2011, p. 8). Hereafter, the created models are tested on the unseen test data
(Han et al., 2011, p. 33). Lastly, the results are noted and analysed (Fayyad et
al., 1996). The steps are shown in Figure 28.

7) Model
Testing

. . oo 7.2 Test the models on the
As part of this process, four sub-steps are identified:

test dataset

5.2.7.1 Step 7.1: Use the algorithms on the dataset to create the
models

This step is to train the model, a crucial step within this process of machine [EEFE T
learning. This is done by using the algorithms selected in the previous step and
training them on the prepared dataset (step 5, data preparation). For this step, Figure 28. Step 7
the standard settings of the algorithms are used (Hall et al., 2009).

Source: (Fayyad et al., 1996; Han et al., 2011, p. 8), Experiments-DUO

Example/output: Use the algorithms from Step 6.1 on the dataset to train the models

5.2.7.2 Step 7.2: Test the models on the test dataset
Testing the dataset on the test data helps to indicate if the model is built in a way that it is not prone
to overfitting. This avoids bias and produces a “fair” model.
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Source: (Fayyad et al., 1996; Han et al., 2011, p. 33), Experiment-DUO
Example/output: Test the built model on the unseen dataset of 2018

5.2.7.3 Step 7.3: Note the results

Note the results of the experiments such that they can be compared.
Source: (Fayyad et al., 1996), Experiment DUO
Example/output: See the example results in Table 13

Table 13. Example results step 7.3

Algorithm Algorithm Weka CCI training CCI 2018
(%) (%)

Logistic Regression functions.Logistic 84.6993% 84.6001

Naive Bayes NaiveBayesMultinomialText 70.8226 % 68.6715

k-Nearest Neighbors lazy.IBk 18.8002 % 24.4547

Decision Trees trees.REPTree 86.8353 % 87.31

Support Vector Machines = functions.LibSVM 70.8075 % 68.6715

5.2.7.4 Step 7.4: Compare the results

This step is created to evaluate the results of the models built in the previous step. These results need
to be interpreted and compared such that the most promising model can be selected. In order to
interpret the results, Section 3.3.4 provides guidelines for interpreting the results of machine
learning models.

Source: (Fayyad et al., 1996; Hall et al., 2009; Han et al., 2011, p. 8), Experiment-DUO
Example/output: Interpreting the accuracy and precision of the models and comparing them with
each other

5.2.8 Step 8: Model Adjusting

The next step is to adjust the parameters of the selected model and/or use
ensemble machine learning to examine if it is possible to improve the results.
Nonetheless, this step is not always necessary, as the original defined goal can
already be achieved. Yet, it might be possible to create a model which is superior
to the defined goal. The sub-steps are visualised in Figure 29. 8.1 Select the best models

Three sub-steps are identified:

5.2.8.1 Step 1: Select the best model 5 lise Eneembe Hachine
This step indicates the selection of the best model for further improvement of ’

the model in line with the research question. In this step, it is important to select Figure 29. Step 8
the model which results fit the goal of the project the best.

Source: (Fayyad et al., 1996; Han et al., 2011, p. 243)

Example/output: from the models that are built model X’ has the highest

accuracy and the best precision. Therefor model X’ is chosen.

5.2.8.2 Step 2: Systematically change parameters

In order to improve the model, it might be possible to systematically change the parameters of the
algorithm. The results can be noted and compared.

Source:(Bishop, 2006; Hall et al., 2009), Experiment-DUO
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Example/output: turning the parameter “NoPruning” in a decision tree algorithm provided an
increase in accuracy.

5.2.8.3 Step 3: Use Ensemble Machine Learning

Ensemble machine learning is found to be effective in increasing the results of algorithms in some
specific cases (Han et al., 2011, p. 377). Therefore, this step stipulates the option to select an ensemble
machine learning technique to improve the created model.

Source: (Han et al., 2011, p. 377; Wu et al., 2008), Experiment-DUO

Example/output: Use ADAbooster to discover if it is possible to improve the model

5.2.9 Step 9: Project Evaluation

After the previous step, the new model needs to be tested on the previous
unseen dataset. Furthermore, it needs to be decided if the machine learning
project has been successful. This will be done by comparing the final results to
the original situation, which is analysed in Step 3.2. Lastly, it needs to be
determined if there is a need for additional machine learning expertise to
further develop and improve the model.

9) Project
Evaluation

9.2 Compare results with
current situation

To fulfil this step, three sub-steps are identified, which are shown in Figure 30.
Step o:

5.2.9.1 Step 1: Check results model / test the results on the test Figure 30. Step 9
dataset

This step focusses on evaluating the improvements that are made in the

previous step. This is done by testing the dataset on the unseen test dataset.

Furthermore, the results of the model are evaluated.

Source: (Han et al., 2011, p. 21), Experiment-DUO

Example/output: The improved model is tested on the unseen test data set

of 2018

5.2.9.2 Step 2: Compare results with current situation

This step focusses on evaluating and comparing the model on the situation it was produced for.
Source: (Fayyad et al., 1996; Han et al., 2011, p. 8), Experiment-DUO

Example/output: At first, a system was able to predict fraud with an accuracy of 90%, the new
model is able to predict fraud with an accuracy of 95%

5.2.9.3 Step 9.3: Evaluate the need for a machine learning expert

This step evaluates whether it is needed to include a machine learning expert on the project. The
experiment can be conducted by someone with a minimal machine learning experience, but to
further improve the model, there might be a need for a machine learning expert.

Source: Experiment-DUO

Example/output: Because the project was done with a minimal machine learning experience, and
the model shows protentional, a machine learning expert is advised.
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5.2.10 Step 10: Communication

This final step describes the communication of the project. Although the
project has been implemented in closes interaction with the internal
stakeholders, the management and employees, a final and transparent
communication by the project members is crucial. It supports the potential

10.1 Communicate results

impact on the work-processes by the management in line with the strategy of with management
the organisation.

As stipulated by Umbrello & Bellis (2018) & Wright (2011) it is important for
projects like these, they are thoroughly communicated with the internal and igure 31. Step 10
external stakeholders. This contributes to the transparency and

reproducibility of the project. Visualisation is provided in Figure 31.

Two sub steps are identified:

5.2.10.1 Step 10.1: Communicate results with management

Communicating results with management keep the alignment with employee and employers such
that the work provides information to the decision-makers and is not redundant.

Source: (Fayyad et al., 1996; Kaplan & Norton, 2004)

Example: Set up a meeting with management to explain the final results so that informed decision
making can be conducted.

5.2.10.2 Step 10.2: Communicate the results on GitLab

As stipulated by (2015) it is important in projects like these to thoroughly communicate with the
stakeholders and outside world. This inspires transparency and reproducibility. Additionally, it
creates open communities and inspires people to attend, think along and even experiment on their
own.

Source: (Davis & Nathan, 2015)

Example: Upload the full experiment on GitLab

5.3 Conclusion

In this chapter, a method is discussed in order to set up a machine learning project in line with the
research question. The method is based on the literature provided in Chapter 3, as well as the data
gathered from the experiments and the created strategy map, both described in Chapter 4. The
combined and final product of this chapter is the first version of the scientific method, taking into
account the design objectives set in Chapter 3. This scientific method is subdivided into ten unique
steps (goal formulation, project team setup, context analysis, data collection, data preparation,
algorithm selection, model testing, model adjusting, project evaluation, communication) all
necessary to complete a first model. This first model will be validated in the next phase, by interviews
of a selection of stakeholders.
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Chapter 6 Interview methodology

After having designed the first version of the method from an intensive literature review and the
DUO experiments as described in the previous chapter, the next step in this research is to validate
the designed method, test its comprehensiveness and determine the missing parts. To be able to do
so, a tailor-made interview format is required, which will be described in detail in the next sections.
In Section 6.1, the outline of the interview goal is given. In Section 6.2, the interview methodology is
explained. In Section 6.3, the interview protocol is displayed. Hereafter the selection of the
interviewees and justification is described (6.4). Finally, the interview analysis (6.5) provides
guidelines on how the interviews will be transformed into useable data.

6.1 Interview goal

Having drafted an initial methodology as described in Chapter 4, the framework of a successful
interview should give insight in and provide answers on the following four objectives: First, the
results of the experiments must be analysed with the stakeholders of the experiments. Second, the
interviewee must provide the usefulness and understandability of each step of the designed method,
so that irrelevant and not well-explained content can be adjusted. Third, the interviews should help
in identifying relevant improvements in the method that have not been included in the first version.
The last goal of the interviews is to validate the overall method on its relevance, applicability,
practical use and ability to provide value in their organisation. The outcome of the interviews, when
successfully conducted, will bring the following results:

- Evaluation of the experiment

- Evaluation of each step of the designed method

- Evaluation of relevance and applicability of the designed method

- Improvements of the designed method as input for design cycle 2

6.2 Interview methodology

This part of the research is in place to fulfil the goals set up in Section 6.1, and a tailor-made round
of individual semi-structured interviews will be done. To conduct interviews, appropriate literature
has been consulted (Sekaran & Bougie, 2010). After selecting what the preferred output is resulting
from the interviews, a semi-structured method is chosen to guarantee this. The selected method
allows adjusting questions during the interview, based on the knowledge and experience of the
interviewee. This semi-structured approach is open for adding remarks and suggestions during the
interviewing phase. Next to the semi-open questions, the interviewee is requested to give input in a
quantitative part of the interview. This part allows the researcher to evaluate each step of the
designed method, the relevant factors of the total method and the experiment quantitatively.

6.2.1 Ethical considerations

The interviews are recorded and attached in this report to guaranty trackability and repeatability to
the research (Sekaran & Bougie, 2010, p. 19). Additionally, the participants will be asked to give their
written consent. Therefore, the TU-Delft has constructed a form of consent that will be provided to
the participant before the interview. In the consent form is stated how the collected data is used in
this thesis considering privacy. In Appendix C.1 Consent Form for Master thesis of Steven, a standard
consent form is attached. From the recordings, an interview transcript is created. The drafted
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transcripts processed after the interviews will be sent to the participants for final validation and
clearance if the data can be used in the thesis. Participants will be asked to check the transcripts
thoroughly for irregularities. Irregularities will be corrected.

6.2.2 Justification evaluation criteria

In order to comply with Design Science (Peffers et al., 2014), it is vital to obtain useful data from the
interviews. Therefore, relevant evaluation criteria are selected to evaluate the method and the
experiments (Prat et al., 2014). First, the interviewees are asked to rank each step on its usefulness
for the method and its understandability. This is done by ranking via a Likert scale (Sekaran &
Bougie, 2010, p. 172). Secondly, the interviewee is asked to evaluate the overall method. Various
evaluation criteria (Prat et al., 2014) have been selected to ensure that the data from the interviews
meet the desired standards of Hevner et al. (2004). The evaluation criteria can be found in Table 14.
These evaluation criteria have been thoroughly selected so that the data from the interviews can be
used specifically to evaluate and improve the developed method.

Table 14. Artifact evaluation criteria

Criteria Description Statement

Effectivity the degree to which the The method is effective in
artifact produces its desired achieving a machine learning
effect project

Utility Degree of quality of practical The method is practical to use
use

Understandability Degree of ease of use The method is easy to

understand

Fit organisation Degree of usefulness in the The model suits my
organisation(experiment) organisation

Completeness Level of detail and consistency The method is complete

Robustness ability to respond to the The method has the ability to
fluctuations of the respond to environmental
environment fluctuations

Accuracy experiment Accuracy of the method in line The method is consistent with
with the experiment the experiment

6.3 Interview protocol

The interview protocol includes six crucial elements.

1. First, the interviewer starts a “Coffee Chitchat” to put the interviewee at ease and gain a
relaxed atmosphere. The interview is not a one-directional exam, but a transfer of
information essential to improve the method; a mutual benefit.

2. Explanation of the used methodology: Before asking detailed questions to the interviewee, an
overall explanation of the designed method and experiments are presented. Afterwards, the
interviewee is explicitly asked if there are additional questions referring to the designed
method.

3. Validation experiment: This step is set-up to determine whether the experiment was
successful and is useful for the organisation. This step can only be successful if the
interviewees have insight into the experiment and the related procedures in their
organisation.

4. Validation of identified method: This step is committed to validating if all actions that are
identified in the first design cycle, are of relevance for the designed method. Furthermore, it
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checks and therefore guarantees if the steps are usefu